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STATEMENT OF PURPOSE
Pacific Climate (PACLIM) Workshops

In 1984, a workshop was held on “Climatic Variability of the Eastern North Pacific and
Western North America”. From it has emerged an annual series of workshops held at the
Asilomar Conference Center, Monterey Peninsula, California. These annual meetings,
which involve 80-100 participants, have come to be known as PACLIM (Pacific Climate)
Workshops, reflecting broad interests in the climatologies associated with the Pacific
Ocean. Participants have included atmospheric scientists, hydrologists, glaciologists,
oceanographers, limnologists, and both marine and terrestrial biologists. A major collec-
tive goal of PACLIM is to connect their various interests with a common target.

PACLIM arose from broad concern about the impact of possible climate change over the
next century. From observed changes in the historical record, it is certain that climate
change will have tremendous societal impacts through coincident effects on global
ecology, hydrology, geology, and oceanography. It is increasingly clear that our ability to
predict climate change is best derived from an understanding of global processes. Human
impacts are primarily terrestrial in nature, but the major forcing processes are atmos-
pheric and oceanic in origin and transferred through geologic and biologic conditions.
Our understanding of the global climate system and its relationship to ecosystems will
arise from a regional study of its components in the Pacific Ocean and the western
Americas, where ocean/atmosphere coupling is strongly expressed. With such diverse
meteorologic phenomena as the El Nifio-Southern Oscillation and shifts in the Aleutian
Low and North Pacific High, the Eastern Pacific is a region that has tremendous global
influences, and strong effects on North America in particular. This region is rich in
climatic records, both instrumental and proxy. Recent research efforts are beginning to
focus on better paleoclimatic reconstructions that will put present day climatic variability
in context and should allow better anticipation of future changes.

The PACLIM workshops have addressed the problem of defining regional coupling of
multifold elements, as organized by phenomena that are global in extent. Because climate
expresses itself through the natural system, our activity has been, from the beginning,
multidisciplinary in scope and is evolving into a truly interdisciplinary cooperative effort.
The specialized knowledge from different disciplines has brought together these charac-
teristic climatic records and process measurements to provide a synthesis of under-
standing of the complete system.

Our interdisciplinary group uses diverse time series, measured both directly and through
proxy indicators, to study past climatic conditions and current processes in this region.
Characterizing and linking the geosphere, biosphere, and hydrosphere in this region will
provide a scientific analogue and, hence, a basis for understanding similar linkages in
other regions, as well as for anticipating the response to future climate variations. Our
emphasis in PACLIM is to study the interrelationships among diverse data. The resultant
information obtained will be complementary and lead to better synthesis of biological and
geophysical variability in the region. By necessity, in order to understand these interac-
tive phenomena, we will incorporate studies that consider a broad range of topics and
multiple time scales, from months to millennia.



The benefit of the effort to understand the regulation of ecosystems and their variability
is clear. It is critical now, from both a management and scientific point of view, that we
develop a more complete understanding of how climatic change affects the structure and
function of these systems. The PACLIM venue covers an extraordinary range of ecosystem
types and richness. There is empirical evidence that large-scale climatic fluctuations
force large-scale ecosystem response in the California current and in a very different
system, the North Pacific central gyre. The implications of these observations are highly
significant and indicate the need for aggressive pursuit of multidisciplinary studies.

Water supplies in the western Americas exhibit fluctuations over a continuum of scales,
with considerable social and economic impact, especially in the Southwest, where
demand exceeds supply. The spatial extent and variability of the hydrologic system, such
as precipitation deficits and drought, are strongly coupled to climate. For instance, in the
western United States where rainfall is primarily a cool-season phenomenon, year-to-
year changes in the activity and tracking of North Pacific winter storms have substantial
influence on the hydrological balance. In turn, this atmospheric variability is at least
weakly coupled to anomalous thermal conditions in the upper ocean. Thus, a primary
objective of PACLIM is to better understand the linkage between large-scale atmospheric
and hydrologic variabilities, with their complex effects on chemical and biological
systems.

Proceedings of the first PACLIM workshops were published as
AGU Geophysical Monograph 55 (Peterson, ed., 1989).
Beginning with the Sixth Annual Workshop in 1989, the proceedings have been published by the
California Department of Water Resources as Technical Reports of the
Interagency Ecological Studies Program for the Sacramento-San Joaquin Estuary.

xii



Introduction

Kelly T. Redmond

The 1992 PACLIM meeting featured the Long-Term Ecological Research
(LTER) program, sponsored by the National Science Foundation. Ranging
from hot to cold and wet to dry climatic regimes, these 18 sites are
attempting to understand the web of relationships in different locations
as communities evolve over time scales of years to decades to centuries.
During this time they are subject to external forcings, including those
that vary smoothly and somewhat predictably, like the seasons, upon
which are superimposed random “shocks” of various magnitudes.

David Greenland stresses that climate must be recognized as a signifi-
cant influence on temporal behavior of integrated natural biological and
physical systems. He discusses the importance of environmental moni-
toring and the need for minimum and consistent standards for observa-
tional programs.

Following this, Douglas Kane highlights the difficulties and frustrations
of understanding the interaction between climate and northern tundra
ecosystems. These include the logistical problems and even dangers that
accompany measurement efforts in the high Arctic, and the lack of
sufficient pre-existing, lengthy climate records from nearby repre-
sentative sites. This seems particularly important when one considers
that global climate models suggest the Arctic may be particularly sensi-
tive to changes in climate.

Shifting attention southward, David Blackbourn assembles evidence
from several locations that the survival rate of salmon eggs and young
fish is quite well linked with conditions experienced by their parents well
before they even entered fresh water on their last spawning run. These
conditions include sea surface temperature, which is in turn linked with
climate. Thus, survival of offspring depends on conditions encountered
during a significant fraction of the total life expectancy of a salmon. This
unexpectedly strong relationship, which is fascinating in its own right,
may have significant management implications as well.

Robert Francis shows a general out-of-phase relationship between
salmon catches off the West Coast and those in the Gulf of Alaska. These
variations in catches correspond to the presence of large-scale climate
fluctuations in the equatorial and northern Pacific and, in particular, two
major “regimes”. The relative importance of biological factors (for exam-
ple, competitive interaction) versus more purely physical factors (oceanic
or atmospheric conditions) has been the subject of much discussion
among those attempting to explain catch behavior. This paper adds
weight to the latter.
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Jerrold Norton and Doug McLain examine ocean temperatures along the
immediate West Coast from Southern California to Vancouver Island, at
depths ranging from the surface to 300 meters. They find September-
February temperatures in the upper layers are more highly correlated
with pressure several months earlier during the previous summer at
Darwin, Australia, with the highest correlation becoming synchronous in
time at the 300-meter depth. This is consistent with relationships
between SOI and western US climate. Using a point in the northeastern
Pacific as “local forcing”, they find that pressure variations there are
essentially synchronous with ocean temperature variations at all depths.

In another study of the Pacific, Henry Diaz and Timothy Brown use the
shape of the seasonal cycle of sea surface temperature in the Compre-
hensive Ocean-Atmosphere Data Set to classify homogeneous regions in
the Indian and Pacific Oceans. They then examine the temporal behavior,
in terms of long-term trends and in the frequency domain, of selected
regions. This work is potentially useful in studies such as the salmon
variations mentioned just above.

Several papers then follow that deal with the southwestern United States.
George Kiladis and Henry Diaz look at Mexican precipitation since 1900,
again by first grouping the point data into homogeneous regions. They
show that ENSO has opposing effects on precipitation in northern and
southern Mexico. The effects are quite mild, almost negligible, in the
south and more dramatic and considerably more important in the north.

Robert Webb and Janice Bowers use the technique of photographic
replication to assess changes in vegetation in the Grand Canyon. Draw-
ing upon a blend of quantitative and qualitative information, they show
how this method, in conjunction with other supplementary data, can be
used to derive inferences about climate behavior in the time since the
Canyon was first visited by early expeditions. Severe frosts appear to have
occurred less frequently in recent years. This paper was presented as a
well-attended special slide show during the PACLIM meeting.

Jan Null shows that the stronger and most common ENSO events are
associated with wetter conditions at San Francisco during January
through March. There are also significantly more rainfall occurrences,
both light and heavy, during such events.

Focusing on the opposite condition, La Nifia, Ercan Kahya and John
Dracup look at precipitation in four “core” areas previously identified as
showing a response to El Nifio. They use 41 years of observation from a
thousand US stream gages. The regions are in the central Missouri River
basin, the Gulf Coast, the mid-Atlantic and the Pacific Northwest. In each
region, a precipitation anomaly opposite to that associated with EL Nifio
was found for La Nina years. The results also show potential application
for long-range predictions of streamflow.
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Charles Perry hypothesizes that variations in solar irradiance are linked
with observed precipitation. The presumed link involves a transit time of
several years around the gyre in the northern Pacific Ocean. He sees
evidence of this in a maximal correlation between annual empirically
modeled solar radiation and annual precipitation at a time lag of four
years in the Pacific Northwest.

John Roads et al use the Colorado State University RAMS model to
generate one-month model climatologies for January and July 1988 and
compare the results to analyses from the National Meteorological Center
models (which have one-fifth the horizontal resolution) and to observa-
tional datasets. Although this model version does not improve agreement
with values from the coarse NMC grid or with observations at selected
points, it is not much worse either, and at least offers the prospect of finer
resolution of fields of elements such as precipitation, which are not
archived in the global analyses.

The unusual winter of 1991-1992 is discussed by Kelly Redmond.
Drought and warmth dominated in the continental western United
States, but with dramatic exceptions. Observed patterns of temperature
and precipitation agree very well with those typically associated with a
negative Southern Oscillation Index (El Nifio). The Sierra drought has
remained long enough to have developed its own short climatology, akin
to those often proposed as climate change scenarios.

Frederick Freeman and John Dracup examine ways of determining
return statistics for California drought. Using various methods, a range
of 63-346 years between recurrences is found for the current duration
and intensity of drought. This is an important problem in applied
climatology and hydrology, since the implications of different estimates
are quite different in terms of planning horizons and engineering criteria
for components of the vital water supply system. Critical societal deci-
sions are affected by such technical considerations. LT

Staying in the Sierra, Daniel Cayan and Laurence Riddle develop a
statistical model that works well over a significant range of elevations to
predict streamflow in various seasons. The primary information needed
includes temperature, precipitation and snow water content. As the
winter progresses, the influence of conditions in various previous sea-
sons on streamflow for the present season becomes apparent, and in an
intuitively reasonable manner. One motivation for the model was the
ability to perform simple “what if” climate change scenario studies.

Edward Aguado et al examine the upper air patterns associated with high
or low ratios of mountain (Sierra) to valley (Central Valley) precipitation.
This ratio serves as a measure of the effectiveness of orographic uplift in
enhancing precipitation. Those years with flow oriented more perpen-
dicular to the mountain chain axis have a higher mountain-to-valley ratio
than those years with flow oriented more obliquely. They also find good
spatial coherence of these ratios within the mountain stations.
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To conclude this set of papers, in a model study, Richard Orndorff et al
use an extension of a previously developed “local climate model” to
investigate the temporal variance of precipitation, snowfall, and tempera-
ture at locations in the southwestern United States. Their statistically
based model has a grid resolution of 1 kilometer and is run in a Monte
Carlo fashion.



Climate Studies in the
Long-Term Ecological Program

David Greenland

ABSTRACT: Since the inception of the LTER Program in 1980, climate has been studied at
individual LTER sites and an LTER Climate Committee has been responsible for inter-site
activities. At individual sites, climate studies support ecological research, emphasize intra-site
heterogeneity, and often relate to other national monitoring and research programs. In inter-site
work, the Climate Committee has produced protocols for meteorological observations, described
and compared climates of the first 11 sites, and raised important issues regarding climate
variability and ecosystem response.

The Long-Term Ecological Research (LTER) Program, sponsored by the
National Science Foundation, contains 18 sites in a variety of ecosystems.
Climate is studied within and between individual sites. This brief review
gives some examples of the range of work performed at individual sites
and then describes some inter-site activities.

Climate Studies at Individual Sites

Climate is studied at each of the 18 sites. Although highly variable, the
studies have two common goals.

o They seek to support the research — especially long-term research —
of ecologists at the site.

o They are usually oriented to one of the five core research areas of the
LTER program, particularly the areas of primary productivity, organic
and inorganic fluxes, and disturbance.

Availability of a long-term climatic record at most LTER sites makes it
possible to identify directional changes and to place a perspective on the
importance of individual climatic events. Analysis of the Niwot Ridge
climate record, for example, suggests a move to cooler, wetter conditions
(Greenland 1989). This move correlates with shifts in plant community
composition, reduced soil pH, and modified controls on nitrogen limita-
tion to vegetation. The analysis also suggests some cyclicity in annual
precipitation values and identifies years of high or low precipitation,
which might be categorized as disturbance to the ecosystem. Similarly,
Molles and Dahm (1990), working at the Sevilleta LTER site in New
Mexico, have noted important effects of El Nirio and La Nifia phenomena
on stream ecology. At some LTER sites massive climatic disturbance has
been documented, as in the case of the huge impact of Hurricane Hugo
on the North Inlet Marsh site in South Carolina and the tropical rain
forest site at Luquillo Experimental Forest in Puerto Rico.

In:

K.T. Redmond and V.L. Tharp, Editors. 1993. Proceedings of the Ninth Annual Pacific Climate (PACLIM) Workshop,
April 21-24, 1992. California Department of Water Resources, Interagency Ecological Studies Program, Technical Report 34.
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Within-site climate studies often point up small-scale variability. Alpine
tundra, which may appear quite homogeneous, has been shown to have
a variety of micro climates when values of the surface heat energy
exchanges at different vegetation surfaces are measured (Greenland
1991). Although most sites are generally representative of a particular
biome, some sites are on the border of more than one. The Sevilleta site,
for example, includes Great Plains grassland, Great Basin shrub-steppe,
Chihuahuan Desert, interior chaparral, and montane coniferous forest
biomes.

Usually each LTER site is also networked into one or more regional or
national climate-related program. Many sites, for example, belong to the
National Atmospheric Deposition Network. The Konza tall grass prairie in
Kansas was also the site of the first ISLSCP field experiment (FIFE) of the
International Satellite Land Surface Climatology Program. The Niwot site
is also a long-term monitoring station for carbon dioxide and other gasses
in the NOAA Climate Modeling and Diagnostics Laboratory monitoring
program.

Inter-Site Activities

The LTER Climate Committee initiates inter-site activities. The commit-
tee has established standards for meteorological measurements at LTER
sites (Swift and Ragsdale 1985; Greenland 1986a, 1986b) and has
described and compared climates of the first 11 LTER sites (Greenland
1987). The committee has also examined the topic of climate variability
and ecosystem response (Greenland and Swift 1990, 1991).

In establishing standards for LTER site meteorological measurements,
Swift and Ragsdale (1985) developed the approach of a hierarchy of
measurement sophistication. At the entry level, sites are required to
record only daily maximum and minimum air temperatures and precipi-
tation values. At the three higher levels, sites gain increasing complexity
and inclusivity in the variables observed and their manner of observation.
At least one location within most LTER sites now use electronic data
sensing and logging systems. The hierarchical approach proved popular
since it allowed greater budgetary flexibility at individual sites.

The network is by no means optimal for giving geographic coverage of the
United States. Consequently, approaches other than geographic have to
be employed in comparing climates of the individual sites. The committee
has presented diagrams of “climate space” into which the LTER sites are
placed (Greenland 1987). Such diagrams are two dimensional and have
axes indicating simple variables, such as annual mean temperature and
precipitation, or derived parameters, such as Thornthwaite’s modified
moisture index and potential evapotranspiration. These diagrams and
accompanying tables of the sites ranked by various climatic parameter
values are useful in designing ecological experiments when abiotic gradi-
ents across the LTER Network need to be selected.



Climate Studies in the Long-Term Ecological Program

The Climate Committee also renders services to the LTER community
such as providing climate information for publications (eg, Van Cleve and
Martin 1991) and an electronic newsletter/bulletin board, CED (Cli-
mate/Ecosystem Dynamics), produced by Dr. Bruce Hayden at the
Virginia Coast Reserve LTER site.

Some of the most useful ideas from the LTER Climate Committee arose
from the workshop “Climate Variability and Ecosystem Response”. Most
of the following material is drawn from workshop results (Greenland and
Swift 1990, 1991). As a committee we identified four issues to be
considered in future investigations:

« Need to clarify terms and definitions used in discussing climate vari-
ability.

o Importance of recognizing the various time and space scales of climate
variability and ecosystem response.

o Need to expand data beyond dependence on traditional summaries of
temperature and precipitation.

« Value of insights from examining similarities and dissimilarities among
climate episodes and ecosystem responses across LTER sites.

Some of these issues are briefly addressed below.

Scale is an important consideration because it determines what kinds of
questions can be asked about the operation of an ecosystem. Researchers
must relate scales on which climate systems operate to scales on which
the biotic parts of the ecosystems operate. The definition of climate, as
perceived by an individual component of the ecosystem, is directly related
to scale. A soil micro-organism might regard an individual rainstorm as
a significant climatic event, whereas a tree at the Andrews site in Oregon
would be acclimated to a climate range far exceeding that found in any
30-year climatic normal. Each ecosystem responder defines its own
climate scale. LTER sites should be equipped with the tools to put events
such as droughts and storms into perspective. An example of such tools
is the Z-T methodology applied at the Coweeta site (Swift et al 1990).

Current climatic data impose several time- and space-scale limitations.
The time limitation is that the length of the reliable observed climatic
record in most parts of the United States is on the order of only a hundred
years or less. A scale limitation is that most modeling studies based on
current General Circulation Models (GCMs) employed to investigate
effects of increase in greenhouse gasses are on a scale so large that a state
the size of Colorado might contain only one grid point.

Thus, we concluded that to understand climate variability and ecosystem
response demands, we must pay particular attention to space and time
scales. We must beware of arbitrarily imposed, human-derived scales
and concentrate on those scales that emerge from the functioning of the
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ecosystem and climate systems. Research should specifically identify
those functions and processes of the ecosystem that cannot keep up with
potential rates of abiotic change, such as postulated global warming
rates.

We recognized a continuing need for consistency in obtaining and han-
dling data across the LTER network. Of great value would be new indices
that are not directly dependent on monthly and annual mean tempera-
ture and precipitation values. Dr. Anthony Federer of the Hubbard Brook
Experimental Forest, New Hampshire, LTER site believes a water stress
variable would be important in this context. Such a variable might be
accumulated deviation of daily precipitation (or temperature) or more
complicated ones involving soil water budget factors. One such indirect
index, the date of lake freezing, was demonstrated for the Northern Lakes
LTER site (Robertson 1990). However, this is specific for the LTER site
and ecosystem it represents and cannot apply at all to some other sites.

An index that seemed to have wide application for inter-site comparisons
emanated from air mass climatology. Wendland and Bryson (1981) used
streamline analysis to map airstream regions. The regions are defined by
the boundaries between airstreams from different global source areas.
Almost every LTER site has periods during the year when there is a shift
between being in the region of one airstream and being under the
influence of air from another. The number of months duration in different
airstream regions provides an index for comparing LTER sites. Wendland
has examined air mass frequency data for all LTER sites. The duration of
each air mass from various source regions is a representation of the
climate for a particular period. In another time period, the air mass
frequencies might change, especially at sites near the confluences of
airstreams. Thus, this data form may provide evidence of shifts from one
climatic episode to another. There is a certain amount of subjectivity in
some forms of air mass analysis, and the subject is still being refined
(Schwarz 1985,1988). Nevertheless, the approach has considerable po-
tential for identifying climate variability for some biomes. We recom-
mended that sites, singly and as a network, investigate new and
nonstandard climatic indices to supplement information obtained from
standard climatic observations and summaries.

A benefit of having LTER sites in different biomes is the possibility of
broad-scale comparisons, not often available to ecologists, which should
give valuable insight into ecosystem function and processes. This was
demonstrated during the workshop when similarities and dissimilarities
between sites were examined.

Many sites have not yet identified clear or obvious ecosystem responses
to slow climate trends or even to events of mid-scale severity. But most
sites have experienced major responses to a severe weather event. The
Hubbard Brook ecosystem, for example, was not markedly disturbed by
the droughts of the 1960s but still shows the effect of a single hurricane
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Conclusion

in 1938. Tree blowdown has been a repeated catastrophic wind-related
event at several LTER sites, and hurricane damage has significantly
altered both the North Inlet and Luquillo ecosystems (Biotropica 1991).
Many ecological responses are due to secondary effects of atmospheric
events, such as flooding or landslides. For example, the redistribution of
sediment by an intense rainstorm on the otherwise dry Jornada site has
marked consequences on the biota either by burying them or by providing
new micro habitats.

Several sites reported possible time coincidence for discontinuities in the
values of climate variables. The years of changing climatic episodes
suggested by shifts in freezing dates of Lake Mendota, Wisconsin, near
the Northern Lakes LTER site, in 1880, 1940, and possibly 1980 were
also noted as times of change at some other sites. LTER sites may benefit
from examining their own records for common break points in datasets.
Data at most sites, as well demonstrated by the Central Plains Experi-
mental Range (Kittel 1990), follow hemispheric or at least regional trends
in temperature and precipitation. This augurs well for the extrapolation
of results from the LTER network to larger areas. Yet unique or isolated
sites, such as Niwot Ridge, will not necessarily display the same spatial
and temporal trends as adjacent dissimilar areas.

Several fertile areas for further research can capitalize on the similarities
and dissimilarities of climate variability and ecosystem response across
LTER sites. These include investigation of:

« The importance of catastrophic events in relation to slower trends and
cycles.

. The time coincidence of certain major climatic discontinuities that
appear to exist at several sites and the effects on ecosystems as they
shift from one episode to another.

« The relationship of climate to phenological studies across the LTER
network.

The LTER program provides a useful base for climate studies, both within
individual sites and across the LTER network. By looking at climate
problems from an ecological viewpoint, insights may be gained and many
questions may emerge. The highly disparate nature of LTER sites allows
us to search for indices, like air mass frequency, that go beyond informa-
tion restrained to local observations of temperature and precipitation.
Climate studies in the LTER network are leading to a broader search for
new concepts and techniques in ecosystem science as a whole.
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Meteorological and Hydrologic Studies in the
Alaskan Arctic in Support of
Long-Term Ecological Research

Douglas L. Kane

ABSTRACT: Long-term hydrologic studies in the Arctic simply do not exist. Although the Arctic
has been identified as an area that is extremely sensitive to climate change, continuous scientific
research has been limited to the past seven years. Earlier research was spotty, of short duration,
and directed at only one or two hydrologic elements. Immediate future research needs to
encompass all the major hydrologic elements, including winter processes, and needs to address
the problem of scaling from small to larger areas in hydrologic models. Also, an international
program of cooperation between northern countries is needed to build a greater scientific base for
monitoring and identifying potential changes wrought by the climate.

Although the Arctic has been identified as an area that will undergo the
greatest climatic warming due to increases in atmospheric greenhouse
gases (Schlesinger and Mitchell 1987; Ramanathan 1988), virtually no
long-term databases exist for identifying or quantifying this change.
Historically, collection of hydrologic and meteorologic datasets has been
in response to resource development and, to a lesser extent, defense
needs. Scientific goals have never been the driving force behind collecting
such data. Just as scientific interest in the Arctic was peaking, the federal
government began to reduce its data collection efforts nationwide; there-
fore the density of Arctic hydrologic and meteorologic stations is only a
small fraction of those in the contiguous 48 states.

Hydrologic processes of this region are similar to those of other regions
of the world. However, the magnitude of each of these processes varies
substantially from region to region. In the Arctic, precipitation in the form
of snow plays a dominant role in the hydrologic cycle. The accurnulation
of snow over 6 months or more, with generally no midwinter melting,
guarantees the snowmelt period will be dynamic. In a relatively short time
(7 to 10 days), the surface albedo changes by a factor of four, from 0.8 for
snowcover, to 0.2 for the snow-free tundra (Kane et al 1991a).

Phase change is an integral part of the hydrologic cycle: evaporation,
transpiration, sublimation, ablation, soil freezing and thawing, and for-
mation and decay of river and lake ice. In fact, it is impossible to study
the hydrologic processes without examining both the mass and energy
fluxes (Figure 1).

Im:  K.T. Redmond and V.L. Tharp, Editors. 1993. Proceedings of the Ninth Annual Pacific Climate (PACLIM) Workshop,
April 21-24, 1992. California Department of Water Resources, Interagency Ecological Studies Program, Technical Report 34.
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Figure 1. Hydrology, the physical interface between the atmosphere and terrestrial and aquatic systems.

The Alaskan Arctic, north of the Brooks Range, is an area in excess of
200,000 km2. To put this in perspective, the area is larger than each of
the 36 smallest states and about equivalent in size to Nebraska or
Minnesota. The area is completely underlain by permafrost with maxi-
mum thicknesses reaching 600 meters. Each summer the ground thaws
from the surface downward, forming the active layer. The depth of thaw
is closely tied to ice content and drainage, with the latter being impacted
primarily by topography. Typical depths of thaw of the active layer are 50
cm, but depths in excess of 100 cm occur in well-drained, steep-sloping
sites.

- The active layer is critical in the hydrologic cycle. Its capability to store

water is severely reduced because of its shallow depth. The fact that
precipitation intensities and magnitude are low ensures that flood peaks
are not as severe as one would expect. However, flooding from snowmelt
is a common phenomenon each year (Kane et al 1991a; Hinzman and
Kane 1991). Precipitation that accumulates for 7 to 9 months melts just
a few weeks before the summer solstice. The ablation period is relatively
short (7 to 10 days), and water content of the snowpack is 40 to 50
percent of the annual precipitation. Plants that exist in the arctic get all
their nutrients and water from this shallow subsurface system.,

In the remainder of the paper, I discuss those hydrologic processes that
are presently important in the Arctic and how they would be impacted by
climate change. The purpose is to help identify and direct future hydro-
logic research.
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April. Melting of the snowpack during this period is rare, but snowfall
during the sumimer is common; with the snow melting within a few days.
The major limitation of precipitation data is the lack of quality snowfall
data and the complete lack of appreciation for the importance of redistri-
bution of snow by the wind during winter.

Measurement of snowfall precipitation during the winter is a difficult task
in windy environments. Continued use by the National Weather Service
of precipitation gages without wind shields is discouraging in that the
data are almost useless. Detailed surveys of snow on the ground at the
end of winter have shown the gages simply do not work in this windy
environment (Benson 1982; Woo et al 1982). The Soil Conservation
Service has tested the Wyoming snow gage in the Arctic, and the catch
efficiency is substantially improved over the National Weather Service
gages (Clagett 1988).

Considerable redistribution of the snowpack by the wind occurs in this
treeless area; therefore, estimates of snow on the ground can only be
assessed by making numerous measurements. In addition, to the lee-
side of ridges snow collects in and around depressions. These depres-
sions correspond to drainages, and this may result in greater runoff than
if the snowpack were uniformly distributed.

In the valley bottom, where the wind increases the snowpack and also
the density of the snowpack, runoff is retarded from leaving the basin in
headwater streams. This delay has been as great as 2 days when the
snowpack in the valley bottom becomes saturated with snowmelt from
the slopes. In years when the snowpack is greatest, snow damming seems
to be prevalent.

Although winter months exceed summer months, accumulated annual
rainfall on the average is much greater than the accumulated annual
snowfall (Table 1). Based on 7 years of precipitation data collected with a
Wyoming precipitation gage, an average of 35 percent of the annual
precipitation could be attributed to snowfall at Imnavait Watershed
(Hinzman and Kane, 1992).

Table 1
Average Monthly Precipitation near Toolik Lake, Alaska

Month Precipitation Month Precipitation

(cm) (cm)
October 210 April 1.53
November 087 May 0.98
December 1.34 June 5.41
January 1.30 July 8.68
February 142 August 537
March 0.65 September 3.12
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Even though snowfall is about one-third of the total annual precipitation,
runoff generated from melting snow is a much higher percentage than for
rainfall (Figure 3). This can be attributed to the fact that the active layer
is completely frozen and therefore provides limited storage, snowmelt is
relatively rapid as solstice approaches, and transpiration is nonexistent
at this time of year. Base flows are very low in arctic rivers and streams
during winter. Figure 4 illustrates that each spring a large percentage of
the annual runoff occurs during ablation and that a flood is guaranteed.
In Figure 3, the initial value of precipitation represents the snow on the
ground on the first day of ablation. In Figure 4, runoff prior to ablation is
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Figure 3. Cumulative curves of precipitation for a small arctic watershed, Imnavait Creek.
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nil, and for many of the summers this is also true after snowmelt.
However, 1987 and 1989 have substantial runoff.

Headwater streams that flow all summer (in other regions these would be
called first order streams) tend to completely freeze during winter. An
interesting feature of permafrost terrain is hillslope drainages referred to
as “water tracks” — subtle drainages that are very efficient at carrying
water off the slopes as surface flow. Flow occurs in these drainages every
year during snowmelt and significant summer rainfall events, often
lasting several days. These water tracks take the shortest route down the
slope, but when they reach the valley bottom they disperse and seldom
connect directly to the stream. Larger water tracks are visible when
viewed under the right conditions, but many more are only apparent
when they are transferring surface water.

Water also moves downslope through the active layer as subsurface flow.
This water is obviously important in many biologic processes, but the
quantity of flow during the summer is meager compared to surface
runoff. The only exception to this is water movement downslope through
the surficial organic soils during snowmelt and major runoff events.
When there is flow in the water tracks, this generally implies the active
layer is saturated. Usually the active layer is composed of organic soils
overlying mineral soils; the mineral soils have relatively low hydraulic
conductivities, while organic soils have high saturated hydraulic conduc-
tivities.

A large proportion of incoming energy is utilized for evaporation during
snowmelt (Kane et al in press) and evapotranspiration during summer
(Kane et al 1990). During the snowmelt period, the major mechanism for
water loss from the basins is runoff; during summer, evapotranspiration
dominates. In summer, daily evapotranspiration averages about 1.8 mm,
being greater in early summer and dropping off in late summer.

The only watershed in the Alaskan Arctic where a complete water balance
can be determined with available data is Imnavait Creek, near Toolik
Lake (latitude 68°37'N, longitude 149°17'W). Data starting in 1985 and
extending into 1992 are summarized in Table 2. Computations in this
table are from freeze-up in the fall extending to when snow starts to
accumulate the next fall. The table nicely illustrates the magnitude of the
major hydrologic components. For example, annual precipitation on this
modified water year varies from 27 to 41 cm: at the same time, snowfall
precipitation ranged from 8 to 19 cm and rainfall precipitation ranged
from 16 to 27 cm. The only assumption in these calculations is that
storage in the active layer does not change. The rationale for this is that
it always rains late in the summer before freeze-up, producing a satu-
rated active layer. Field measurements of soil moisture have confirmed
this assumption (Kane and Hinzman 1988), which allows us to equate
precipitation to the sum of runoff and evapotranspiration.
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Table 2
Water Balance for Imnavait Creek Watershed
Snowpack Summer Total Snowmelt Summer Total Evapo- Pan
Water Precipitation  Precipitation Runoff Runoff Runoff ~ Transpiration Evaporation
Year (cm) (cm) (cm) (cm) {cm) (cm) {em) (cm)
1985 10.2 25.1 35.3 6.6 * * ' *
1986 10.9 16.3 27.2 57 6.2 11.9 15.3 31.0
1987 10.8 27.2 38.0 7.1 17.9 250 13.0 320
1988 78 25.2 33.0 39 72 111 21.9 332
1989 165 25.7 41.2 94 78 17.2 24.0 420
1990 10.6 16.3 26.9 6.4 28 9.2 17.7 394
1991 8.2 24.9 33.1 5.6 33 89 24.2 37.7
1992 19.1 # # 14.4 # # # #
Data unavailable.

#  Data collected but not reduced yet.

Runoff in Table 2 is shown to represent a large percentage of the
snowpack. During summer this ratio is much lower, as evapotranspira-
tion is the dominant form of water loss from the watershed. Evapotran-
spiration greatly exceeded summer runoff in 1988, 1990 and 1991.

Impact of Climate Change on Arctic Hydrology

Schlesinger and Mitchell (1987) and Ramanathan (1988) found that
general circulation models (GCMs) predict that, in response to a doubling
of carbon dioxide in our atmosphere, the greatest warming will occur in
the high latitudes. The impact of climate change is twofold in the Arctic.
In addition to influencing hydrologic processes such as ablation, eva-
potranspiration, and soil moisture levels (Woo 1990), it would also
influence the physical structure of the watershed by altering the active
layer depth. Differences from year to year would not be great, but the
cumulative effect would be significant over a long period. Kane et al
(1991b) found that a linear increase of 4°C warming over a 50-year period
would double the depth of thaw of the active layer from 50 cm to 100 cm.
Hinzman and Kane (1992) also found that the depth of thaw over this
50-year period was not very sensitive to the annual distribution of this
warming.

Hydrologically, one would expect that climatic warming in the Arctic
would result in earlier ablation, greater evapotranspiration and sub-
sequently less runoff, and later freeze-up in the fall. This is what Hinzman
and Kane (1992) found for the Imnavait Creek watershed. Other issues
complicate the picture.

 Will precipitation quantities and patterns change?

» What will be the response of vegetation to this warming?

o Will there be a change in cloud cover that would alter the surface energy
balance?
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Conclusions

It is obvious that with a shorter season of ice and snow, reduced albedos
will increase the amount of absorbed radiation. Also the quandary about
production of either methane or carbon dioxide in arctic environments is
closely tied to soil moisture levels.

At this time, we can try to forecast the hydrologic impacts of climate
change on hydrologic processes. The unfortunate fact is that we have very
little quality hydrologic data in the Arctic with which to compare fore-
casted results. This is illustrated in the results of Hinzman and Kane
(1992), where most of the changes predicted for the Imnavait Creek Basin
are on the order of 10 to 15 Percent. This order of change is of the same
magnitude as the error of many of the present hydrologic measurements
in this area.

There is a need to develop a better physical understanding of coupled
meteorologic and hydrologic processes in the Arctic. This urgent need
derives from the fact that arctic regions of the world are more sensitive to
potential climate changes. Primarily because of funding constraints, the
current understanding and database is limited for this region. We are
only beginning to appreciate the global role the arctic regions play in the
energy balance. Future work needs to be done at many scales, and there
needs to be a combined modeling and field data collection effort.
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Sea Surface Temperature and the Subsequent
Freshwater Survival Rate of Some Salmon Stocks:
A Surprising Link Between the

Climate of Land and Sea

David J. Blackbourn

ABSTRACT: Previous consideration of the relationship between climate and the survival rate of
Pacific salmon eggs and fry has been confined to effects of large variation in the ambient freshwater
environment; eg, stream discharge, temperature, turbidity. This analysis shows sea surface
temperatures during the last year of life of maturing adult salmon are also strongly associated with
the subsequent survival rate of salmon eggs and fry in fresh water, presumably through develop-
ment of the future eggs or sperm. In several stocks of three species of North American salmon, the
association between the “marine” climate and egg survival is stronger than, or additive to, any
estimated climatic association in fresh water. This apparent and surprising link between fresh
water and the distant ocean has some interesting and complex implications for management of
future salmon production.

The various species of Pacific salmon (Oncorhynchus sp.) spend from
6 months to several years of the early part of their lives in fresh water
before they leave for the ocean. The first 3 to 6 months of this period are
spent as eggs “incubating” in the gravel of the spawning area in cold,
well-oxygenated water. Fewer than 10 percent, and often fewer than
1 percent, of the eggs laid by an adult female salmon develop and leave
fresh water as juveniles, and much of the mortality occurs during
spawning and incubation (Salo 1991).

When attempting to account for this annual variation early in the life
cycle, it is natural that local and contiguous biological and physical
processes are usually assumed to be the main agents of mortality.
Therefore, in previous studies most attention has been focused on effects
of unusually large numbers of spawners and/or on flooding of incubation
sites by heavy rain and high river discharge. Both of these factors tend
to disturb spawners, move gravel after spawning, and increase the silt
content of the gravel; all to the detriment of the developing eggs, some of
which may also be exposed or buried in less than optimum locations.
Eggs laid in very shallow water are subsequently vulnerable to another
physical factor during incubation, extremely cold water.

During a study of the migration timing of pink salmon back to the Fraser
River, it was noted that, over several years the subsequent fresh water
survival (FWS) rate of the eggs was strongly and surprisingly correlated
with the speed of passage of the adult salmon into the terminal fisheries.
Also, both of these phenomena were strongly correlated with coastal
marine sea surface temperatures (SST) a few months before spawning,.

In: K.T. Redmond and V.L. Tharp, Editors. 1993. Proceedings of the Ninth Annual Pacific Climate (PACLIM) Workshop,
April 21-24, 1992. California Department of Water Resources, Interagency Ecological Studies Program, Technical Report 34.
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These results implied that SST, migration behavior, or both, had some
effect on the quality of salmon eggs or sperm, and/or on adult spawning
behavior. Simple models of statistical relationships between SST and the
migration timing behavior and terminal pre-spawning mortality of adult
salmon have been described elsewhere (Blackbourn 1987, In Prep).

This paper describes an attempt to test the generality of the apparent
relationship between FWS for Fraser River pink salmon and SST. I report
comparisons between FWS rate in some stocks of Pacific salmon and
environmental data from various periods in the final adult year:

 Early in the year and far out in the Gulf of Alaska,
e From periods a month or two prior to spawning, and
e During incubation.

A measure of competitive or “crowding” factors on FWS, such as number
of spawners or eggs is also included in the analyses.

Recent trends in near-shore SST and in spawner number for many North
American salmon stocks have been similar and increasing. Therefore, to
avoid the confounding effect of autocorrelation between these factors, I
also examine the extents to which SST data account for significant
variation in FWS rate in addition to that accounted for by spawner/egg
number and other environmental data.

Fresh-water survival data from four salmon stocks from British Columbia
are analyzed from two pink and two sockeye stocks. One stock of each
species uses natural spawning conditions and the other stocks spawn
under conditions of controlled flow and optimal gravel size in spawning
channels. Data from both types of incubation are analyzed to investigate
the possible existence of a partial, “universal”, pre-spawning SST effort
on egg or sperm quality, with and without the confounding effects of other
potential agents of annual variation in FWS rate, such as river discharge
or inter-gravel particle (silt) size.

Data Sources
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The salmon data in this paper come from unpublished sources (see
Acknowledgments).

The fresh-water survival (FWS) rate data cover various periods in the life
history of the stocks. An estimate of numbers of eggs laid is calculated by
extrapolation from estimates of average fecundity (number of eggs per
female) and is known as the potential egg deposition (PED) in common to
all four salmon stocks. In the case of (wild) Atnarko River pinks, the FWS
rate is short-term and is based on the percentage of live, of the total of
live plus dead eggs and recently hatched juveniles (fry), in the gravel in
January, or about 4 months after spawning.
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Analyses

A slightly longer period is covered by FWS rate in the two stocks from
spawning channels, Seton Creek pinks and Weaver Creek sockeye. Here
FWS rate refers to the number of fry estimated as migrating out of the
spawning channel in March as a percentage of the PED in October (in
both cases), about 6 months earlier. FWS rate data covering a much
longer period are the only kind available for Great Central Lake (GCL)
sockeye. In this stock, the number of juveniles in the lake in September
about 1 year after spawning is taken as a percentage of the PED.

Some of the British Columbia shore SST data used here have been
published in Canadian Data Reports of Hydrography and Ocean
Sciences; for example in Giovando (1983). Offshore SST data from the
Bering Sea and Gulf of Alaska up to 1982 were obtained from unpub-
lished records of Dr. D. McLain of the Pacific Environmental Group,
NMFS, Monterey, California. Since 1982 most of the offshore SST data
originates from reports (the “Oceanographic Monthly Summary” and the
“15-Day SST Mean”) published by the U.S. National Weather Service,
NOAA, Washington DC, USA.

British Columbia rainfall and air temperature data are published in the
series “Monthly Record-Meteorological Observations in Western Canada”
by the Canadian Atmospheric Environment Service, Downsview, Ontario,
and in the “British Columbia Climate Summary” from the regional office
of the same service.

Simple and multiple least squares regressions were used to identify
associations among environmental data, spawner or egg number, and
measures of FWS rate from four stocks of wild or enhanced pink and
sockeye salmon. Results are considered significant where P<0.05. Per-
centages of the FWS rates are not transformed, as this parameter for
stocks of each “incubation type” has fairly low variance in most cases,
with little overlap between types. Thus, the data do not greatly violate the
assumption of normality in distribution.

Fresh water environmental variables in the analyses are the closest
available in time and space to the spawning grounds or channels. Coastal
SST data are mean monthly values from stations and periods close to the
final marine migration areas of the stocks and also, where appropriate,
from the outer coastal areas.

Gulf of Alaska SST data from the brood year are mean monthly values
from “Marsden” squares of 5° latitude by 5° longitude and are included
in the analyses as follows:

o Time: Data from every month from November (adult return year minus
one) to June (return year) are considered as potentially appropriate
from the inferred location of the stocks according to models of return
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Results

timing in pink and sockeye salmon (Blackbourn 1984, 1987). Within
these limits, those months or combinations of months of SST data with
the highest single regression coefficients versus the FWS rate for each
stock are shown in the results.

 Place: The stock-specific distribution of North American salmon at sea
early in their last year is unknown, although it has been inferred for
some stocks, particularly for Fraser River pinks and sockeye (Black-
bourn 1984, 1987; Takagi et al 1981). From models in the latter papers,
it is assumed that pink salmon stocks would be distributed in the
southeastern Gulf of Alaska between 40° and 50° N and between 125°
and 150° W. Therefore, monthly SST data from this area are used in
primary analyses with pink FWS rate data. Similarly, SST data from a
large area across the central Gulf between 45° and 55° N and between
135° and 160° W are used in initial comparisons with sockeye FWS rate
data.

SST data showing the strongest coefficients when compared to FWS rate
data were used in multiple regression analyses with all other factors,
including: coastal SST; fresh water environmental data just before,
during, or after spawning; and spawner or egg number. In some of the
time series there are fairly strong time-series trends and, thus, strong
cross-correlation between them, particularly between coastal SST and
spawner or egg number in some stocks. In the absence of any model that
fits the spawner/egg data with low variance, the best evidence for a real
or potential effect of brood-year SST on FWS rate in such cases is taken
to be significant additional variation accounted for when SST data are
also used. In all analyses the variation is that proportion adjusted for the
total degrees of freedom in each combination. A more extensive analysis
of these relationships in a larger number of salmon stocks has been
described by Blackbourn (1991).

To maximize the degree of biological insight gained, no formal protocol
for dealing with successive correlation analyses (Walters 1990) is followed
in this study or in Blackbourn (1991). In such a protocol it is recom-
mended that the degrees of freedom be decreased for each successive
“case” (here, stock, month or SST “area”) investigated. To do so would
rapidly exhaust the number of stocks for which it could be used,
especially in those stocks with relatively short data records (see Black-
bourn 1991).
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In all four stocks of salmon discussed here, the effect of SST alone in
accounting for variation in FWS rate is significant (Table 1). This is also
true for 16 of 18 stocks in a larger study (Blackbourn 1991). In addition,
in all four cases the negative relationship between SST and FWS rate is
stronger than that between FWS rate and (a) spawner or egg number or
(b) local environmental data during incubation.
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Table 1
FACTORS FROM THE FINAL ADULT YEAR OF SALMON THAT ACCOUNT FOR VARIATION IN
FRESH-WATER SURVIVAL RATE OF STOCKS OF WILD AND SPAWNING-CHANNEL SALMON

% of Adjusted Variance of FWS Rate Accounted for in:

Simple Regression Multiple Regression
Data FWS % %
Period N Area Rate Factor Sign AR Factor AR? P

Atnarko River Pinks (Wild)

1974- 10  Central  PE.D.folive 1. Number of spawners Neg 48 1+4 74 0.004
1989 Coastal  eggsand fry 2. Incub air temps Pos 0 1+5 64 0.012
British  in January 3. Incub river disch Pos 0 1+4+5 77 0.007
Columbia 4, Coastal SST July Pos 10 1+2+5 59 0.040
(Central BC)
5. Gulf of Alaska SST Neg 59

Jan-Mar 45-50°N, 145-150°W
Feb-Apr 45-50°N, 140-145°W

Seton Creek (Fraser River) Pinks (Spawning Channel)

1967- 12 South- PE.D.to 1. Number of eggs laid 0 3+4 7 0.001
1989 Central  outmigrant fry 2. Incub air temp Pos 12 2+3 72 0.002
Interior 3. Coastal SST July-Aug Neg 27 2+3+4 86 0.000

British W. Vancouver Island 1+3+4 85 0.000

Columbia 4. Gulf of Alaska SST Neg 72 1+2+3+4 91 0.000

May-Jun 45-50°N, 140-150'W

Great Central Lake Sockeye (Wild)

1978- 11 Southwestem PE.D.to lake 1. Number of spawners Neg 21 4+5 51 0.023
1988 Vancouver juveniles 2. Incub air temps Neg O 3+5 49 0.029
Island (BC) 3. Near-coastal SST June Neg 38 2+4+5 58 0.028
4, Coastal SST July Neg 36 3+4+5 53 0.043
W.Vancouver Island
5. Gulf of Alaska SST Neg 38

Mar-Apr 50-55°N, 145-155'W

Weaver Creek (Fraser River) Sockeye (Spawning Channel)

1965- 25 Southwestem PE.D.to 1. Number of eggs Neg 46 5+6 74 0.000
1989 British  outmigrant fry 2. Female length 0 0 1+6 72 0.000
Columbia 3. Incub air temp Neg O 1+5+6 83 0.000
4, Coastal SST Aug-Oct Neg 15 144+5+6 82
E. Vancouver Island
5. Coastal SST Aug Neg 47
W. Vancouver Island
6. Gulf of Alaska SST Neg 61

Jan-Feb 45-50°N, 130-145'W
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Discussion

For three stocks, SST data from the Gulf of Alaska early in the final year
account for more variation in FWS rate than do the later coastal data. In
GCL sockeye the effect is of similar power for both types of SST data
(Table 1). However, the comparisons are not balanced in that SST data
from only one or two coastal locations along the migration routes are
considered in each case and there is no search for strongest coefficients,
whereas only those Gulf of Alaska SST data with the highest coefficients
with FWS rate are used in the final comparisons.

Factor combinations from multiple regression analyses result in signifi-
cant added variation in all four stocks (Table 1). In three stocks, the
combination of two or three factors accounts for more than 70 percent of
adjusted total variation (P<0.01); in GCL sockeye, three-factor combina-
tions account for more than 50 percent of past variation in FWS rate
(P=0.028).

Boundaries of SST areas with the strongest coefficients with FWS data
for stocks of three salmon species show some, but not complete, separa-
tion (Blackbourn 1991), and distribution of “best” SST areas for each
species shows an interesting parallel feature. Despite large differences in
period of data record and location of spawning stream, several stocks of
the same species have very similar “best” areas and times in the Gulf of
Alaska (Figures 1 and 2).

Results for Seton Creek pinks confirm the earlier work with data for pinks
from the whole Fraser River watershed in that there is a strong relation-
ship between coastal SST data and FWS rate (Table 1) and, in this case,
in that there is a still stronger relationship with earlier SST data from the
Gulf of Alaska.

There appears to be little or no difference in the partial effect of early SST
on FWS rate whether salmon stocks use natural or controlled spawning
areas (Table 1).

These comparative analyses include data from diverse physical and
biological variables. The underlying precision and accuracy of the meth-
ods used to produce these salmon data are fairly well known except for
Atnarko River pinks. For example, those used for Weaver Creek sockeye
are described by Woodey (1984). Paradoxically, it may be a strength in
that the expected outcome of analysis of heterogeneous biological and
physical data might be expected to reveal few, if any, significant associa-
tions between SST and FWS. It is probable that the consistent statisti-
cally significant associations among these data reflect some real
underlying connection (see Blackbourn 1991).

The hypothesis of a previous effect of brood-year SST on FWS rate in two
incubation types is supported by these analyses. The overall additive
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Figure 1. Sources of SST data that show the strongest correlation with the fresh-water survival rate of three stocks of pink salmon.
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Figure 2. Sources of SST data that show the strongest correlation with the fresh-water survival rate of three stocks of chum salmon.
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effect of SST on FWS rate in the multiple regression analyses is demon-
strated by its occurrence in all four of these stocks and in all of which
more than one factor is related to FWS rate. The particular effect of
brood-year SST should be further tested by more intensive studies,
particularly in those stocks for which detailed data on spawner and egg
number and from the incubation environment can be readily measured.
The effect of SST could be partially and experimentally investigated on
fish held well before spawning at various sites along the migration path
or perhaps held at fish farms with laboratory facilities.

These salmon stocks are of great economic importance. Therefore, in
addition to more research, some consideration should be given in the
management of such stocks to the application of:

o Final-year oceanic SST data when setting pre-season goals for spawner
number.

e Coastal SST data when adjusting those goals during, or perhaps even
before, the fishing season.

If these effects are real, and whether or not SST is an index for some other
environmental effect on gamete quality, the short-term effect of SST may
be predictable. For example, in a year that is warmer than average, a
larger than average number of spawners may be necessary to obtain an
average number of fry the following spring. However, because the FWS
rate for a stock may also be negatively related to spawner or egg number
(Table 1), the specific relationship between all these factors must be
carefully considered for each stock before changes in goals for spawner
number can be recommended.

Although results of the multiple regression analyses are statistically more
noteworthy, from an ecological point of view results of the simple regres-
sion analyses of the effect of SST data are extremely interesting. First, in
three of the four stocks, coastal SST data from locations and places
thought, or in some cases known, to be appropriate to particular stocks
do show moderate to strong relationships with FWS rate data for those
stocks; eg, data from Amphitrite Point (western Vancouver Island) in July
for the (very early) GCL sockeye and, for the late-summer returning
Weaver Creek sockeye, data from Amphitrite Point in August and from
Chrome Island (Georgia Strait) from August to October (Table 1).

Results of simple regression analyses of Gulf of Alaska SST data months
before spawning are also intriguing. Areas from which SST data show the
strongest relationship with FWS rates of pink and sockeye stocks are
generally within the boundaries originally thought likely to show such
results; ie, the southeastern and central Gulf of Alaska. Perhaps the most
interesting result of all is that stocks of pinks and chums from widely
separated spawning locations and different time-periods have very simi-
lar locations and periods for their “best” Gulf of Alaska SST data. These
results give some credence to the idea that subtle effects of the ocean
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environment on the freshwater survival rate of salmon via gamete devel-
opment may be real and, in some cases, as important or much more
important than the more obvious local fresh water environmental factors.
This type of transfer of the oceanic “history” of the salmon into fresh water
represents a new form of link between two completely different environ-
ments.

The possible warming of the ocean and rivers in the next 50 years due to
increased amounts of “greenhouse” gases is already of concern to salmon
biologists. The potential warming has been considered important to both
freshwater and marine phases of the life cycle of salmon; and present and
potential fresh water and ocean temperatures are investigated for each
phase respectively, particularly for vulnerable stocks in the southern part
of the range for each species.

Consideration of data such as those discussed in this paper add a further
concern. The time and place of future changes in ocean climate may be
important not only to such salmon parameters as marine survival rates,
marine growth rates, fecundity, migration timing and routes, etc, but also
to the subsequent fresh water survival rates of the eggs of returning
adults. In this respect it may be important to remember that, in the recent
past, SST anomalies have been of different strengths and even of the
opposite sign in various parts of the northeastern Pacific and the Gulf of
Alaska. If the future ocean climate contains a similar amount of temporal
and spatial heterogeneity, then the future fresh water survival rate of a
particular stock may not be entirely directed by environmental trends at
or near the spawning location. Also, to judge by these results, future
trends in fresh water survival rate of stocks of different species (eg, pinks
and chums) at the same spawning locations could be environmentally
mediated to a different degree or even in a different direction.
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Climate Change and Salmonid Production
in the North Pacific Ocean

Robert C. Francis

Extreme catches of northeastern Pacific salmon seem to be frequent
rather than rare events. Throughout the 1960s and early 1970s, record
high catches were realized for stocks originating in streams of Washing-
ton, Oregon, and California, while record low catches occurred in the
valuable commercial salmon fisheries of Alaska. A major shift in relative
fortunes took place beginning in the late 1970s. Recent production of
salmon has been so high in Alaska that prices have fallen drastically and
much of the product cannot be sold profitably. Conversely, salmon
production along the West Coast has fallen so low that the Pacific Fishery
Management Council recently considered an option that would eliminate
ocean sport and commercial harvest in 1992 from California to Washing-
ton. Both sudden declines and increases in salmon production have been
either blamed on or credited to a number of natural and anthropogenic
factors, “the environment” always being mentioned but in a rather
nebulous manner. These recent issues, however, highlight the critical
need to understand the long-term effects of the marine environment on
the production of northeastern Pacific salmonid stocks and fisheries.

Climate fluctuations and their subsequent oceanic impacts are becoming
recognized as important phenomena affecting low-frequency (inter-
decadal) shifts in large marine ecosystems, resulting in subsequent shifts
in marine fisheries production. A recent NOAA plan (NOAA 1989) indi-
cates that, with respect to long-term (interdecadal) shifts in fishery
production, a major question that needs to be addressed is: How are
large-scale atmospheric and oceanic processes linked to major changes
in fish community structure? That is the focus of a research project being
conducted, under the support of Washington Sea Grant, by Stephen
Riser (University of Washington Department of Oceanography), Warren
Wooster (University of Washington School of Marine Affairs) and me. Our
specific biological focus is on Pacific salmon for a number of reasons that
will be explained later. In general, however, we are attempting to under-
stand the causes and marine biological manifestations of interdecadal
shifts in North Pacific atmosphere and ocean regimes.

This paper contains three sections. The first presents an overview of the
northeastern Pacific in terms of its component large marine ecosystems
and their defining physics and biology. The second attempts to answer
the question, why salmon? And the third presents a very rough and

Im:  K.T. Redmond and V.L. Tharp, Editors. 1993. Proceedings of the Ninth Annual Pacific Climate (PACLIM) Workshop,
April 21-24, 1992. California Department of Water Resources, Interagency Ecological Studies Program, Technical Report 34.

33



Proceedings of the Ninth Annual PACLIM Worlkshop

highly speculative model of how atmosphere, ocean, and marine biologi-
cal production are linked in the North Pacific, resulting in low-frequency
and not necessarily in-phase shifts in fisheries production of the major
regions.

Large Marine Ecosystems of the Northeastern Pacific

Physical oceanographers have identified specific domains in the upper
zone of the northeastern Pacific Ocean where water properties are influ-
enced predominantly by seasonal heating and cooling, precipitation,
evaporation, and wind mixing (Ware and McFarland 1989). Four of these
are critical to the structure and dynamics of northeastern Pacific fisheries
production. ‘

The Transitional Domain (Figure 1) is one of the main oceanic features
of the North Pacific. It lies between the subarctic and subtropical gyres
and extends from Japan to North America (Roden 1991). The domain,
which lies between the subarctic boundary and the Central Subarctic
Domain, is defined on both its northern and southern boundaries by
strong salinity and temperature fronts extending from the surface to a
depth of about 250 meters (Roden 1975, 1991; Pearcy 1991). The
eastward zonal flow in this region is referred to as the Subarctic Current
(Figure 1). In the western Pacific this region is defined by the confluence
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Figure 1. Relevant large-scale upper-level physical oceanography of the Subarctic North Pacific.
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of the Oyashio and Kuroshio currents. Conditions influencing formation
of the Subarctic Boundary and Subarctic Current are extremely variable
(Favorite et al 1976; Kawasaki 1983). In the northeastern Pacific, the
eastward flowing Subarctic Current separates into two streams about
800 kilometers off shore. One branch (Alaska Current) veers northward
and flows into the Gulf of Alaska; the other branch flows southward to
form the California Current. This frontal structure, strong eastward zonal
flow, and bifurcation at the North American coast are major physical
factors that define the other three oceanic domains critical to north-
eastern Pacific fisheries production (Ware and McFarland 1989). In the
summer, large concentrations of flying squid have been harvested by
Asian pelagic drift-net fisheries operating in the Transitional Domain.

The Coastal Upwelling Domain (California Current) lies off the coast of
Washington, Oregon, and California and is a subarctic water mass
contained within the southern component of the Subarctic Current
bifurcation. This domain is defined by wind-driven equatorward surface
flow in the spring and summer resulting in episodic upwelling of cold
nutrient-rich water and poleward surface flow in the autumn and winter,
during which time downwelling prevails (Pearcy 1991). The transition
from poleward to equatorward flow occurs abruptly in the spring and the
reverse transition occurs somewhat less abruptly in the autumn. This
domain is dominated by a unique assemblage of pelagic species common
to most of the major eastern boundary current regions of the world.

The Coastal Downwelling Domain ( Alaska Current) lies off the coast in
the Gulf of Alaska and is a subarctic water mass contained within the
northern component of the Subarctic Current bifurcation. This domain
seems to exhibit considerably larger interannual fluctuations than sea-
sonal fluctuations in flow (Reed and Schumacher 1987). At present, it is
not clear whether or how the dynamics and intensity of the Alaska
Current respond to a very large annual signal in wind and precipitation
in the Gulf of Alaska, which is dominated in summer by the North Pacific
High and in winter by the Aleutian Low and its accompanying intense
cyclonic pressure systems (Royer 1983). Waters contained within the
Coastal Downwelling Domain support major salmon, groundfish, crusta-
cean, and herring fisheries.

The Central Subarctic Domain lies in the central Gulf of Alaska and is
defined by the Alaska Gyre, which rotates in a cyclonic direction. Accord-
ing to Brodeur and Ware (1992), upwelling occurs in the core of the gyre
because of a wind-induced divergence in the upper oceanic layer, thus
making the domain relatively productive for an oceanic region (Brodeur
and Ware 1992). The Central Subarctic Domain serves as an oceanic
pasture for many of the Pacific salmon stocks harvested along the
northeastern Pacific coast from Alaska to California.
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For our research, one of the most striking features associated with the
interactions between domains is that a number of physical variables
associated with atmospheric conditions (eg, temperature, coastal up-
welling) and the biological responses of fish in the Alaska and California
currents are out of phase (Tabata 1991; Hollowed and Wooster 1991). In
our initial work, we have found similar responses in salmonid production
(Figure 2). Furthermore, Wickett (1967) and Chelton (1983) speculate
that the strengths of the Alaska and California currents apparently
fluctuate out of phase. That is, when one of the currents is stronger than
normal, the other is weaker. They hypothesize that these north-south
shifts in the bifurcation of the subarctic current could be forced by
physical factors at or upstream of the bifurcation. Tabata (1991), on the
other hand, indicates this “apparent” out-of-phase relationship could be
partially due to the influence of in-phase coastal currents that extend
from south of the coast of California to Canada. Linked to this is the
hypothesis that the fronts that define the Transitional Domain are highly
variable in their location. Kawasaki (1983) indicates that in the western
Pacific the stream axis of the Kuroshio Current shifts dramatically from
year to year and has a significant impact on long-term fluctuations in
abundance of Far Eastern sardine. Fulton and LeBrasseur (1985) show
evidence of extreme northward shifting of the eastern extension of the

- Subarctic Boundary in response to anomalous warming events.
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Figure 2. Normalized and smoothed (5-year running mean) pink salmon catch in the Gulf of Alaska and coho salmon catch in the Washington/Oregon/
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Why Salmon?

Pacific salmon are unique in the northeastern Pacific pelagic ecosystem
in that their life histories depend on and integrate the physical dynamics
of all four of the domains described in the previous section. In addition,
the five principal salmonid species (pink, chum, sockeye, coho, and
Chinook) have very different marine life histories. Pink, chum, and
sockeye are considered oceanic, spending a major part of their marine life
histories in the Central Subarctic Domain, whereas some stocks of coho
and Chinook may remain in coastal waters for their entire marine life. In
addition, because of a long history of high-valued exploitation, accurate
records of salmonid harvest exist for most of the region for more than a
century.

The most important aspects of biological production, with particular
reference to salmonids, involve major long-term (interdecadal) fluctua-
tions and synchrony in these trends between different oceanic domains
of the northeastern Pacific, as well as between distant regions of the
Pacific. Combined with this is the fact that the dynamics of salmon
production for a particular domain seem to reflect low-frequency cou-
plings of atmospheric and oceanic processes. This is described in the next
section.

Examination of the time series of total landings of Pacific salmon
throughout the North Pacific (Shepard et al 1985) shows landings peaked
in the late 1930s and early 1940s, dropped off in the late 1940s through
early 1970s, and peaked again in the late 1970s and 1980s. Areal
breakdowns of Pacific salmon catch statistics reveal these peaks were
due mainly to high catches of sockeye salmon in western Alaska (primar-
ily Bristol Bay), pink salmon in central and southeastern Alaska, and
Asian chum salmon. All three of these species are considered oceanic,
occupying the Central Subarctic Domain for a significant part of their
marine life histories. Ware and McFarland (1989) estimate the mean
salmonid biomass of the Central Subarctic Domain has increased from a
low of 480,000 metric tons between 1956 and 1972 to 820,000 metric
tons between 1973 and 1984.

Abundance of coastal salmonid species, including coho and Chinook,
which predominate in the coastal region from southeastern Alaska to
California, as well as stocks of southern chum, was out of phase with the
trends for oceanic salmonids (Figure 2). Catches of coho, Chinook, and
southern chum were relatively high during the 1960s and 1970s and
then declined beginning in the late 1970s. Rogers (1987) hypothesizes
that there is either a competitive interaction between southern and
northern stocks or an inverse relationship between oceanic conditions
favorable for survival. Similar relationships have been discussed by
others (eg, Peterman and Wong 1984).
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A Speculative Model

In an attempt to tie together the multidisciplinary nature of our Sea
Grant-sponsored research project, we have arrived at a very rough and
highly speculative model of how atmosphere, ocean, and marine biologi-
cal production are linked in the North Pacific, resulting in low frequency
and not necessarily in-phase shifts in fisheries production of the major
domains. Hollowed and Wooster (1991) hypothesize two mean states of
winter atmospheric circulation in the North Pacific — termed Type B and
Type A (Figure 3, upper right and lower right panels).

Type B is characterized by (Figure 3, upper right panel):

e A strong winter mean Aleutian Low (AL) with its center located to the
east,

e Enhanced southwesterly winds in the northeastern Pacific,
¢ A more southerly bifurcation of the Subarctic Current,

Enhanced northward flow at the bifurcation, resulting in increased
advection of subarctic water into the Alaska Current,

o Decreased advection into the California Current,

Positive SST anomalies (+T) throughout the northeastern Pacific and a
negative SST anomaly in the central North Pacific (centered on 40°N)
(Figure 3, upper left panel).

Type A is characterized by (Figure 3, lower right panel):

o A weak winter mean Aleutian Low (AL) with its center located in the
western North Pacific,

« Enhanced westerly winds in the NE Pacific,
« A more northerly bifurcation of the Subarctic Current,

» Enhanced southward flow at the bifurcation resulting in increased
advection of subarctic water into the California Current,

e Decreased advection into the Alaska Current,

e Negative sea surface temperature (SST) anomalies (-T) throughout the
northeastern Pacific and a positive SST anomaly in the central North
Pacific (centered on 40°N) (Figure 3, lower left panel).

The middle panel of Figure 3 shows normalized and smoothed mean
Kodiak winter (November-March) air temperature and Gulf of Alaska
pink salmon (the dominant species) catches. What is striking is the
astounding correlation of overall pattern between these two time series.
We hypothesize that abrupt shifts in both winter temperature (winter Gulf
of Alaska atmospheric and oceanic temperatures highly correlated) and
salmon production (reflected in catch statistics) are related to abrupt
shifts between these two mean states of the North Pacific atmosphere and
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Figure 3. Two hypothesized states of winter atmospheric and oceanic circulation in the North Pacific (after Hollowed and Wooster 1991).
(Color copy of this figure is available from the author.)
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ocean. Hollowed and Wooster (1991) further point out that over the last
60 years the switch from Type-A state to Type-B state has always
occurred at the time of significant El Nifio events (eg, 1925-26, 1940-41,

1957-58, 1976).

Figure 4 further illustrates how these circulation patterns might relate to
long-term trends in northeastern Pacific salmonid production. In the top

panel we have plotted:

 Hollowed and Wooster’s time series of Type-B and Type-A states from

1925 to 1985,

» Normalized and smoothed Kodiak Island winter air temperature,

» Extreme high and low values of the Central North Pacific (CNP) winter
atmospheric pressure index (Cayan and Peterson 1989), which is
highly correlated with both the Pacific-North American (PNA) telecon-
nection pattern (Horel and Wallace 1981) and the intensity of the winter

Aleutian Low,

B

B

CNP Index (bars) and Kodiak Winter (Nov-Mar) Air Temp (line)
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Figure 4. R_elaﬁon_ships between Type A/B circulation, Central North Pacific Index, normalized and smoothed Kodiak
winter air temperature, western Alaska sockeye salmon catch, and Gulf of Alaska pink saimon catch,
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Epilogue

In the bottom panel of Figure 4, we have plotted normalized and
smoothed western Alaska sockeye and Gulf of Alaska pink salmon
catches, which are the predominant species caught in these two regions.
Not only are the long-term patterns similar, but they also show striking
correspondence to winter temperature patterns in the upper panel and,
in turn, to hypothesized atmosphere/ocean patterns represented by the
CNP index and the Type A/B oscillations. Patterns in Alaska salmon
production also tend to indicate longer periods of oscillating “warm” and
“cool” regimes (early 1920s to late 1940s/early 1950s, early 1950s to
mid-1970s, mid-1970s to present). Finally, the hypothesized out-of-
phase behavior of the long-term production dynamics of the Alaska
Current (GOA Pink) and California Current (WOC Coho) production
domains is shown in Figure 2.

As an epilogue to what I presented at the 1992 PACLIM meeting, I would
like to report on some further developments in this research project that
resulted directly from having the chance to meet at PACLIM with mul-
tidisciplinary scientists working on other aspects of this same problem.
This was my first PACLIM meeting and I was impressed with the general
theme of a continuous scientific process, with ideas, concepts, and
dialogues being carried on between scientists from one year to the next.

Sus Tabata emphasized that 1 had somewhat misinterpreted his paper
(Tabata 1991) concerning possible mechanisms that might cause the
relative intensities of the California and Alaska Currents to be out of
phase. He pointed my attention to the role of the coastal currents and
undercurrents in the California Current system and how their in-phase
relationships might affect apparent out-of-phase relationships in the
California-Alaska Currents. This, in turn, links to a discussion with Tim
Baumgartner who interprets the intensification of these coastal counter
currents and weakening of the California Current as “poleward expan-
sions of tropical influences”.

Tom Murphree and George Kiladis opened my eyes to atmosphere/ocean
connections between the equator and North Pacific and the importance
of the Western Pacific Warm Pool and Subtropical Jet to those connec-
tions. Based on discussions with Tom and George and readings they
suggested, I have now learned that:

o The extratropical atmospheric response to anomalies in the tropical
Pacific are strongest and most clearly defined in response to tropical
warm episodes during the Northern Hemisphere winter,

o Subtle dynamics of the Western Pacific Warm Pool, associated with the
ENSO cycle, may have a profound effect on Northern Hemisphere
winter circulation, and
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» The strong extratropical teleconnection during ENSO events generally
occurs when the SST in the far western Pacific is anomalously warm
(or at least not too cold).

Closing the circle somewhat, three of the four hypothesized shifts from
Type-A to Type-B states in the North Pacific given in Figure 4 (1925/26,
1941/42 and 1976/77) coincide with ENSO winters reported by Harmil-
ton (1988) to have the highest SST in the far western Pacific.
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Year-to-Year Changes of
Vertical Temperature Distribution in the
California Current Region: 1954 to 1986

Jerrold G. Norton and Douglas R. McLain

Data Series

Studies by Enfield and Allen (1980), McLain et al (1985), and others have
shown that anomalously warm years in the northern coastal California
Current correspond to El Nifio conditions in the equatorial Pacific Ocean.
Ocean model studies suggest a mechanical link between the northern
coastal California Current and the equatorial ocean through long waves
that propagate cyclonically along the ocean boundary (McCreary 1976;
Clarke 1983; Shriver et al 1991). However, distinct observational evidence
of such an oceanic connection is not extensive. Much of the supposed El
Nifio variation in temperature and sea level data from the coastal Califor-
nia Current region (Figure 1) can be associated with the effects of
anomalously intense north Pacific atmospheric cyclogenesis, which is
frequently augmented during El Nifio years (Wallace and Gutzler 1981;
Simpson 1983; Emery and Hamilton 1984). This study uses time series
of ocean temperature data to distinguish between locally forced effects,
initiated by north Pacific atmospheric changes, and remotely forced
effects, initiated by equatorial Pacific atmospheric changes related to
El Nino events.

Seven time series of monthly mean values from 1953 to 1986 were
developed for correlation studies. These were five series of average
regional ocean temperature at 0, 50, 100, 200 and 300 meter depths and
two series of sea level atmospheric pressure (SLP): one from Darwin,
Australia (12.4°S x 130.9°E), and the other from 45°N x 165°W in the
northeastern Pacific (Figure 2).

For the ocean temperature series, 1.9 x 104 ocean temperature profiles
were extracted from the U.S. Navy Fleet Numerical Oceanographic Center
Master Oceanographic Observation Data Set (version 4) for the study
region and sorted into six subareas (Figure 1). Monthly mean anomaly
values were computed from the profile information and divided by the
standard deviation of the monthly means at each depth and for each
subarea. This allows intercomparison of depths and equal weighting
between subareas. Unit magnitude of standardized anomaly (1 sdu) is
about 1.0°C above 50 meters, 0.6°C at 100 meters, and 0.5°C below 150
meters.

In:  K.T. Redmond and V.L. Tharp, Editors. 1993. Proceedings of the Ninth Annual Pacific Climate (PACLIM) Workshop,
April 21-24, 1992. California Department of Water Resources, Interagency Ecological Studies Program, Technical Report 34.
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Figure 1. Location of the subareas where standardized monthly temperature anomaly values were computed.

The standardized anomalies for the six subareas were averaged to give a
single monthly anomaly value, representative of the entire northern
coastal California Current region. Monthly anomalies for the entire region
were then averaged to give a single standardized anomaly value (Azyy) for
the 6-month (September through February) fall and winter seasons. This
value was computed for each depth (z) and year (yr). The above data-
averaging processes focuses analysis on environmental events of greater
than a 6-month period. Equal weighting of the six subareas brings
emphasis to large-scale processes that tend to have areawide coherence.
The year designation for the fall/winter period (yr) is that of the fall.

The SLP at Darwin, Australia, is a frequently used indicator of Indonesian
Low pressure system development and strength of the equatorial trade
winds (Trenberth 1984). The rationale for using this indicator of equato-
rial Pacific forcing is that an increase in SLP at Darwin is one of the early
steps in a sequence of processes that may lead to anomalous warming or
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TIME SERIES FOR CORRELATIONS
Seven Time Series of Monthly Mean Values

Ocean Temperatures Sea Level Atmospheric Pressure SSLP)

North Pacific, Pacific Equatorial,
(Mé’o%g“’f_séﬁ"oaé},qo,\,\, 45°N x 165°W  12.4°S x 130.9°E
¢ (FNOC) (NOAA/CAC)
combine six areas ' . ]
at five depths to 300m "Local’ Remote
v
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variance equal weight,
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Y , six month running mean,
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fall-winter season (m-11) to (m +12)

Figure 2. Summary of computations to derive time series for correlation tests.
Al series used were either inter-annual differences of 7 monthly mean series (Dz, RDm, LMm) or derived from them (DEOF1, U(LD:RD)m, etc).

cooling in the eastern equatorial Pacific. Monthly mean values for Darwin
SLP were derived by averaging all daily values for the month. The series
was then smoothed with a 6-month running mean, with the resulting
mean values assigned to the fourth month. All “Pacific equatorial” or
“remote” forcing indicators were derived from this smoothed series.
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The monthly mean SLP at 45°N x 165° W in the northeastern Pacific was
selected as an indicator of Aleutian Low cyclogenesis and large-scale local
forcing. This location is not the center of greatest seasonal development
of the Aleutian Low, but it is near the center of maximum seasonal
variation (Horel and Wallace 1981). It is also one of the four locations used
by Horel and Wallace (1981) to describe the Pacific-North American (PNA)
teleconnection pattern. The monthly SLP at this location was derived by
averaging the 6-hourly analyzed pressure fields produced at Fleet Nu-
merical Oceanographic Center (63 x 63 northern hemisphere grid) for
each month. The resulting series of monthly means was treated identi-
cally to the Darwin series. All “north Pacific” or “local” process indicators
were derived from this smoothed series. Figure 2 summarizes the proce-
dures used in deriving the series used in correlations.

Interannual changes or interannual difference indicators of ocean tem-
perature, remote forcing, and local forcing are used in the correlation
analyses. The interannual differences were computed for the current year
(yr) by subtracting the parameter value for the previous year (yr-1), for
example, for a particular annual value of ocean temperature change:

Dz,yr = Az,yr - Az,yr-] .

The five ocean temperature difference series are labeled “D, and the local
and remote difference series are labeled “LD” and “RD,” respectively
(Figure 2).

If there are specific vertical patterns of ocean temperature change asso-
ciated with remote and local forcing, they should be evident in Empirical
Orthogonal Functions derived from the D, matrix (Figure 3). The first two
EOFs of D will be given physical interpretation drawn from correlations
between the series of expansion coefficients (DEOF1 and DEOF2) and
indicators of atmospheric forcing. The 50-meter series (Dso) was excluded
from this part of the analysis to weight the EOFs equally with respect to
depth interval, since distribution of anomaly over depth appears to be
important in distinguishing between event type (Norton et al 1985a,b).

As noted, atmospheric teleconnections may link changes in SST in the
equatorial Pacific to SLP over the north Pacific. This physical relationship
causes the local and remote interannual difference indicators (LD, RD) to
be correlated, especially in winter. To correct the LD and RD series for the
atmospheric teleconnection, each was linearly regressed on the other, on
a month-to-month basis, and the residual series used in correlation
tests. The residual values represent the variability in the dependent
variable unexplained by the independent variable. These series are
referred to as “remote index residuals” or “U(RD:LD)” and “local index
residuals” or “U(LD:RD)".

This approach may not show exact relationships between variables or
remove all effects of the atmospheric teleconnection and its possible
feedbacks but, like the other data manipulations described, it requires
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Figure 3. Time series of 6-month average subsurface temperature anomalies and inter- annual differences in the study region.

Results

Solid lines indicate inter-annual temperature change for fallwinter combined (Dz).
Dotted lines indicate combined standardized temperature anomalies (Az).
Horizontal lines mark zero anomaly and zero inter-annual change.

Zero value lines are two standard deviation units apart.

Shading indicates El Nifio years.

minimal assumptions about the nature of the connecting processes. In
the case of U(LD:RD), some correction is made for effects of the atmos-
pheric teleconnection, but the interpretation of U(RD:LD) is less direct.

In years when coherent ocean temperature changes extend from the
surface to 300 meters depth, remote forcing from the equatorial Pacific
is indicated (Figure 4). Correlation coefficients (r) between time series of
year-to-year ocean temperature change along the West Coast and the
indicator of Pacific equatorial atmospheric conditions (RD) were as large
at 100 meters and below (r > 0.7, p < 0.01) as at the surface (Figure 4a).

Figure 3 shows that during 1954 to 1986, the warming events that were
coherent over the upper 300 meters occurred only during moderate to
strong El Nifio years (Quinn et al 1987). For fall/winter warming events
that appear more closely related to local, north Pacific forcing, correlation
coefficients were greater in magnitude at the surface (r < 0.7) than at 100
meters and below (Figure 4b). At the ocean surface, lags of up to 6 months

49



Proceedings of the Ninth Annual PACLIM Workshop

a Month(m) b Month(m)
JFMAMJJASONDJFMAMJJASOND JFMA ONDPJFMAMJJASOND
_ pespeeaagen] || 1111 NN i AN ER RN
Om om i /
-, 'I
’ 2
50 ,’ [ F II
—y —
\ / ..... /
N / |
—~100} -.4_| 100 |
:‘;:-, _1\ \‘ -.{1 \
N \ |
L -
o 2| -2
[¢6) i |
(=
200f :0.0 “ 200} I
i 1 I
0. 2
] \ K
D,:RD / e
\ '\\ VT N o , 00
-4 | | \ : I .
300f ! f . | 300 I s / 21D
I-1IOI-8I-:5|-4 2 0 2 :ile'slell;ol;a I—1'ol-él-zsl-:1 2 0 2'41';5'8”1'0l 1'2
RD, leads D, (M) RO, lags D, LD, leads D, (M) LD, lags D,
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Positive anomalies in the remote indicator (a) and negative anomalies in the local indicator (b) are correlated with anomalously high temperatures in the study region.
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in maximum correlation were found for equatorial Pacific forcing (Figure
4a), while lags of 3 months or less were characteristic of local forcing
(Figure 4b).

The first two EOF's accounted for more than 92.5 percent of the variance
of the D, time series (Figure 5). The first EOF accounts for 79.1 percent
of the variance and has nearly uniform component loading over depth
(upper panel, Figure 5a). In Figure 5a, a broken line traces the correlation
of DEOF1 with the atmospheric forcing indices (LD, RD). From these
correlations it appears that EOF1 is related to both the local and remote
indices. However, when series residuals, U(LD:RD) and U(RD:LD), were
correlated with DEOF1 (solid lines), only the correlation with the remote
forcing index residual [U(RD:LD)] remained significant with p < 0.05
(greater than shaded area in Figure 5a, lower panel).

In Figure 5 the shaded areas represent the range of r values required for
p < 0.05 when the range of effective degrees of freedom is between n and
n*. Here n is the number of values in the correlated series and n* is the
effective number of degrees of freedom as determined by the method of
Chelton (1983).
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Figure 5. Depth variation in component loading of EOF1 (panel a) and EQF2 (panel b)
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Corelation with the residuals U(LD:RD)m and U(RD:LD)m are shown by the solid lines.
Monthly leads and lags are the same as for Figure 4.
If r values exceed the upper bounds of the shaded area, p <0.05 is indicated.

The second EOF accounts for 13.4 percent of the variance in Dz and
reverses sign at depths below 100 meters (Figure 5b). This suggests that
warming at 0 and 100 meters might be accompanied by cooling at 200
and 300 meters. The local, north Pacific, atmosphere appears to be
important in forcing this variational mode, as shown by significant
correlation in December in the middle panel of Figure 5b. The correlation
coefficients for October (yr) through February (yr+1) clearly exceed the
p=0.05 level (shaded) for correlations with both local forcing indices [LD,
U(LD:RD)].
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Discussion

52

The results show that northern coastal California Current warming
episodes associated with Pacific equatorial events are detected by inter-
annual temperature change at 100 meters and below, and warming
associated with north Pacific influences are more likely to be detected in
the surface layers, rather than at depth. The pattern of the deep signal is
qualitatively consistent with effects expected from remote forcing through
the ocean. Complex modal structures associated with coastal-trapped
waves contribute to a signal that may be more pronounced at depth due
to vertical propagation accompanying horizontal propagation (McCreary
1984; Romea and Allen 1983).

A summary of the temporal relationships of Pacific Basin events and
processes associated with a typical El Nifio warming are compared with
results of the present study in Figure 6. In the upper panel, heavy dashed
lines represent temporal relationships established by Horel and Wallace
(1981), Cane (1983), Rasmusson and Wallace (1983), and Trenberth
(1989). A physical interpretation of the interannual difference is that it
represents change in the system over the differencing interval, or the
processes that change the variable value during the differencing interval.
These interpretations are illustrated by comparing the upper and lower
panels of Figure 6.

The lower panel shows that the interannual change of remote forcing (RD)
most highly correlated with ocean temperature change (D) corresponds
to the period of increasing SLP at Darwin during El Niflo generation (top
broken line). This correspondence implies that the interannual difference
represents the accumulated effects of processes occurring over the
differencing interval, ie, accumulated increase in sea level atmospheric
pressure. This is qualitatively consistent with modeling results based on
long wave theory (McCreary 1976, 1984; Shriver et al 1991).

Regional ocean temperature change and local forcing (LD) appear in
phase, as shown by the upper and lower solid lines in Figure 6. However,
phase shifts of less than 6 months might not be fully detected (resolved)
in the present data treatment because of the high autocorrelation be-
tween consecutive values.
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Figure 6. Comparison of temporal relationships for the “typical” tropical El Nifio event (top) and results of this study (bottom).
Intervals of increase, maximum and decrease in SLP at Darwin, temperature change in the eastern and central equatorial
Pacific, and corresponding Aleutian Low augmentation are shown by bold broken lines in the upper panel.
Solid lines summarize present results from Figures 4 and 5.
The upper solid line shows the ocean temperature differencing interval ; the vertical shaded line shows its temporal designation.
The lower two solid lines show the difference intervals of remote (SLP at Darwin) and local (North Pacific SLP) indicators that are
most highly correlated with D.
Solid horizontal lines show the time intervals that will have greatest influence on the D, RD, and LD values.

Note

This paper is an abbreviated version of a manuscript by Norton and
McLain that will be published elsewhere. A copy of the extended version
is available from the authors.
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An Objective Classification of Climatic Regions

in the Pacific and Indian Oceans
Henry F. Diaz and Timothy J. Brown

Abstract: We have applied a number of objective statistical techniques to define homogeneous
climatic regions for the Pacific Ocean, using COADS (Woodruff et al 1987) monthly sea surface
temperature (SST) for 1950-1989 as the key variable. The basic data comprised all global 4°x4°
latitude/longitude boxes with enough data available to yield reliable long-term means of monthly
mean SST. An R-mode principal components analysis of these data, following a technique first
used by Stidd (1967), yields information about harmonics of the annual cycle of SST. We used the
spatial coefficients (one for each 4-degree box and eigenvector) as input to a K-means cluster
analysis to classify the gridbox SST data into 34 global regions, in which 20 comprise the Pacific
and Indian oceans. Seasonal time series were then produced for each of these regions. For
comparison purposes, the variance spectrum of each regional anomaly time series was calculated.
Most of the significant spectral peaks occur near the biennial (2. 1-2.2 years) and ENSO (~3-6 years)
time scales in the tropical regions. Decadal scale fluctuations are important in the mid-latitude
ocean regions.

We present the results of our studies in applying a number of objective
statistical techniques to define homogeneous climatic regions over the
world oceans (see Diaz and Brown 1992). The variable used is COADS
monthly sea surface temperature for 1950 through 1989. Reasons for
exploring the nature of “climatically homogeneous” oceanic regions are
twofold. First, from the point of view of climate monitoring and climate
change detection efforts, it is useful to divide the ocean into smaller units.
Second, it might be advantageous to study a number of air/sea inter-
action processes on regional scales. It is also of interest to compare SST
changes in the different ocean basins. We will focus here only on the
Indo-Pacific Ocean region.

Methodology

Using 4-degree latitude/longitude area boxes from the COADS data set
(Woodruff et al 1987), an R-mode principal component analysis (PCA) was
performed using the calendar month 1950-1989 long-term mean SSTs
in each box as the variables, with a minimum requirement of five years
of data within the 40-year period in each box. The use of the R-mode PCA
technique in climate classification was first published by Stidd (1967) to
classify the precipitation climate of Nevada, and also by Skaggs (1975) to
study the 1930s drought in the United States.

K-means cluster analysis (Hartigan 1975) was then used to classify the
gridbox SST data, using as input the spatial coefficients from the first two

In:  K.T. Redmond and V.L. Tharp, Editors. 1993. Proceedings of the Ninth Annual Pacific Climate (PACLIM) Workshop,
April 21-24, 1992. California Department of Water Resources, Interagency Ecological Studies Program, Technical Report 34.
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eigenvectors of the monthly mean SST. Initially, a total of 1,939 4-degree
boxes for the world oceans were used as input to the clustering algorithm,
with an initial prescribed seed of 15 groups. Boxes in certain inland seas,
and areas with relatively sparse data coverage were manually edited out
of the final regional configuration, eliminating 123 boxes, for a final total
of 1,816 4-degree boxes yielding 34 regional clusters over the world
oceans (20 regions in the Indo-Pacific sector). In general, distinct regions
were derived for each hemisphere and ocean basin. The resulting cluster
patterns were visually examined to determine if the physical boundaries
were climatologically consistent, and various tests were performed to
ascertain the temporal coherence of the constituent boxes for each
region. This involved, for instance, comparing the distribution of the
departure values of the individual 4-degree boxes and calculating the
mean inter-box correlation within each region.

Analysis Results

Figure 1 shows a map of the 20 cluster regions that were classified using
the procedure described above, and Table 1 presents a few basic sum-
mary statistics for each region. In general, as expected, the largest regions
are in the tropics. Seasonal values for the 4-degree boxes within each
region were averaged together (with cosine of latitude weighting to
account for the differences in area) to form regional time series. Figures
2-4 illustrate these results for three ocean areas: two in the tropics and
one in mid-latitudes.

Figure 1. Map illustrating the regional SST boundaries.
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Figure 2. Time series of SST anomalies for the northern North Pacific region (region 1 in Figure 1) indicated by the shaded bars. Figure also shows the
seasonal cycle of monthly mean SSTs averaged over the entire region.
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Figure 3. Time series of SST anomalies for the tropical warm pool region (region 10 in Figure 1). Figure also shows the seasonal cycle of monthly mean SSTs

averaged over the entire region.
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of monthly mean SSTs averaged over the entire region.
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For the northern North Pacific region (see Table 1, region 1), seasonal
temperature anomalies exhibit a cooling trend of about 0.4°C/decade,
although SSTs in the 1980s were steady there, apart from typical
interannual variability. Region 10, the large tropical region that encom-
passes parts of both the Indian and Pacific oceans, has the highest
annual mean SST of any of the 34 global regions thus classified. It
displays a small (though statistically significant) linear trend over the last
four decades of about a tenth of a degree Celsius per decade. Most of the
increase in SST is associated with a period of above-average SST begin-
ning in the late 1970s. The other tropical region discussed here (region
11) is strongly affected by the El Nifio/Southern Oscillation phenome-
non. It has an upward SST trend of about the same magnitude as region
10, but because of its greater interannual variability, the change is not
statistically significant.

Table 1
SELECTED SUMMARY STATISTICS BASED ON
ANNUAL SST MEANS ("C) FOR EACH CLASSIFIED REGION IN THE INDIAN AND PACIFIC OCEANS
See Figure 1.

The ordinary least squares trend (OLS) is given in *C/decade, and its t-value is shown as an indicative measure of statistical significance.
Region Mean S.D. OLS Trend t-Value
1 7.56 0.58 -0.37 -6.89
2 8.14 0.63 -0.36 -5.57
3 15.65 0.54 -0.27 -4.49
4 18.92 0.41 -0.23 -5.45
5 17.72 0.26 -0.01 -0.40
6 23.21 0.24 -0.08 -2.69
7 25.36 0.16 -0.02 -0.80
8 271.78 0.24 0.13 4.97
9 27.51 0.21 0.06 245
10 27.86 0.23 0.10 3.90
11 24.32 0.49 0.12 1.79
12 25.75 0.28 0.17 6.25
13 25.53 0.21 0.06 219
14 20.61 0.57 0.16 220
15 20.74 0.33 0.20 6.19
16 20.82 0.22 0.03 0.85
17 15.74 0.27 0.11 3.25
18 15.55 0.24 -0.05 -1.62
19 16.00 0.35 0.05 1.10
20 9.70 0.68 -0.16 -1.81

Principal component analysis using the 20 regional time series of 160
seasonal values (SST anomalies) as input indicates the first four (signifi-
cant) eigenvector patterns account for 57 percent of the regional seasonal
SST variance. We note that spatial patterns of the first two global regional
eigenvectors (Diaz and Brown 1992) are similar to the second and third
eigenvectors of SST anomaly calculated by Parker and Folland (1991) for
the period since 1901 —their first eigenvector representing the long-term
trend in the (adjusted) SST record. The temporal coefficients of our first
global regional eigenvector closely follow the variations in global mean
SST anomalies during this time (r = 0.79).
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For comparison purposes, the variance spectrum of each regional anom-
aly time series was calculated. Most significant spectral peaks occur near
the biennial time scale (2.1-2.2 years) and in the ENSO frequency band
(~3-6 years). We have summarized these results in Figure 5, which
illustrates the frequency bands in the SST variance spectrum containing
significant power. For instance, in regions 10 and 11, primary peaks in
the seasonal variance spectrum of SST anomalies (peaks under 2 years
excluded) are in the biennial and ENSO frequency band. For the northern
North Pacific region, both decadal scale and ENSO variability are found.

DECADAL

(13-20)

DECADAL DECADAL ENSO
ENSO BIENNIAL NO PEAKS & ENSO & BIENNIAL & BIENNIAL

1 (2.5-7.002 (2-2.4) 3 4 5 6 7

Figure 5. Map illustrating the characteristic time scale of temporal variability in the 20 Indo-Pacific regions.

Summary

The approach used here to objectively classify climate regions over the
ocean departs from the usual methodology, which has relied on similarity
of the interannual variability (as measured by the cross-correlation
between area time series) to define spatially “homogeneous” regions. Here
we have focused on similarity of the annual cycle of SST and applied a
clustering algorithm to objectively classify oceanic SST. The results are
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useful for monitoring SST changes in upwelling areas along the West
Coast of the Americas, the warm water pool in the equatorial Pacific and
Indian oceans, etc.

Analysis of the variance spectrum of seasonal SST anomalies during the
past 4 decades for our area of study illustrates regional differences in
their characteristic time scale of variability. In general, the tropical ocean
regions exhibit strong biennial and ENSO scale variability, whereas the
extratropical regions contain greater variance at decadal time scales.
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ENSO and Precipitation Variability Over Mexico
During the Last 90 Years

George N. Kiladis and Henry F. Diaz

Latin America has been shown to be susceptible to climatic anomalies
during El Nifio/Southern Oscillation (ENSO) events (eg, Aceituno 1988;
Ropelewski and Halpert 1987; Kiladis and Diaz 1989). While these
studies have emphasized ENSO-related rainfall and temperature anoma-
lies over Central and South America, less work has been done on the
climatic effects of ENSO over the Mexican region.

In this study we are investigating interannual and intraseasonal fluctua-
tions in temperature and precipitation over the southwestern United
States and Mexico since the turn of the century. We are particularly
interested in the effects of ENSO on the interannual variability over this
region. This report focuses on the association between ENSO and inter-
annual variability of precipitation over Mexico.

Data and Methodology

We use a station network of records from the Global Historical Climatol-
ogy Network, obtained from the National Climate Data Center in
Asheville, North Carolina. These data are in monthly summary format
and start in January 1900. Much of the temperature and precipitation
data for Mexico obtained in this set was compiled and quality checked by
Douglas (1982) from archived sources in Mexico.

The station data were interpolated to a regular latitude/ longitude grid at
2.5-degree spacing (Figure 1). Climatic regions were determined based on
an analysis of the seasonal cycle in precipitation over the study region
(see Diaz and Brown, this volume). First an R-mode principal component
analysis was performed using the 1900-1988 monthly mean precipita-
tion at each gridpoint. Loadings from the first two eigenvectors of the
monthly mean precipitation were then used as input into a K-means
cluster analysis (Hartigan 1975) to group the gridpoints. In general, the
amplitude and phase of the first two harmonics of the long-term mean
seasonal cycle determine the first two eigenvectors, thus stations are
grouped on the basis of similarity to their neighboring gridpoints. The
climatic regions obtained are shown in Figure 1. It should be emphasized
that these regions are not grouped on the basis of their coherent fluctua-
tion over time, but only on the basis of similarity of their mean seasonal
cycles.

In: K.T. Redmond and V.L. Tharp, Editors. 1993. Proceedings of the Ninth Annual Pacific Climate (PACLIM) Workshop,
April 21-24, 1992. California Department of Water Resources, Interagency Ecological Studies Program, Technical Report 34.

63



Proceedings of the Ninth Annual PACLIM Workshop

40 N ) T T 40 N
6 6 6 6\4 q q U I
&% 6 6\ 4 4 4 4 4 ! !
§ 6 6 6\4 4 44 4 (S
6N\6 6 6 q -4 L I
I N - 6 6 6 4 1111 r 3N
B BB 6\4 4 4 9 4 1o
66\ 4 4 4 4 1 1
6\ ¢ e 2 2 ]
q 2 22
30N - 644 2222 30N
4 2. 222
2 2
2 2
2 2
SN S 2 2 - 25 N
2
7 777
' 7117171117
20N A 7717 1717 - 20 N
777
7717
77
ISN I ' I ) I 15N
125K 1201 11SKW 110 10SHW 100K 9SK

Figure 1. Precipitation regions of the southwestern United States and Mexico as determined by the K-means cluster analysis method based on the
seasonal cycle of gridded precipitation data.
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Seven climate regions are defined using this technique. For example, the
Pacific region (area 6) has a winter precipitation maximum and a summer
minimum. The southern Mexico region (area 7) has a monsoon type
climate, with maximum precipitation in May-September and a minimum
in January. The Sierra Madre region (area 3) has a bimodal precipitation
regime, with a main monsoonal maximum in July-August and a secon-
dary maximum during December-January, when this region is affected
by low latitude disturbances in the subtropical westerly flow from the
Pacific. Precipitation over the southern Mexico and Sierra Madre divi-
sions appears to be significantly modulated by ENSO conditions in the
tropics and is the focus of this discussion.
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Results

Extreme ENSO years in Table 1 were taken from Kiladis and Diaz (1989)
and are based on a combination of a sea surface temperature (SST) index
and the Southern Oscillation Index (SOI). The SST index represents the
integrated seasonal SST anomaly within 4 degrees of the equator from
160°W to the South American coast, based on COADS ship data. The SOI
is the standard normalized Tahiti minus Darwin pressure index, which
is a measure of the strength of the sea level pressure signal associated
with ENSO (Ropelewski and Jones 1987). To qualify as an event, the SST
anomaly had to be positive for at least three consecutive seasons, and be
at least 0.5°C above the mean for at least one of these seasons, while the
seasonal SOI had to remain below -1.0 for the same duration.

Table 1
LIST OF YEAR ZEROS OF WARM AND COLD EVENTS
(From Kiladis and Diaz 1988)
Warm Events Cold Events
1902 1953 1903 1942
1904 1957 1906 1949
1911 1963 1908 1954
1913 1965 1916 1964
1918 1969 1920 1970
1923 1972 1924 1973
1925 1976 1928 1975
1930 1982 1931 1988
1932 1986 1938
1939 1991
1951

The warm event (El Nifo) years shown in Table 1 are called year zero of
the events, and are defined, as in Rasmusson and Carpenter (1982), as
the year when the SOI changes sign from positive to negative, and when
central and eastern equatorial Pacific SST anomalies become strongly
positive. Cold event (La Nina) year zeros are defined as having the
opposite characteristics. Thus we have included only the first year of
multiyear events and ignored successive years, regardless of their mag-
nitudes. Year+1 refers to the year following the start of the event, when
remote ENSO teleconnections tend to be maximized.

Figure 2 shows a superposed epoch analysis of year O through year+1
warm and cold event precipitation anomalies for the Sierra Madre region.
These two time series were obtained by averaging the integrated Sierra
Madre monthly precipitation anomalies (in millimeters) for all warm event
years and then for all cold event years separately, then smoothing the
respective composite series with a 3-month running mean (see Bradley
et al 1987). The plot shows that summer monsoon precipitation over the
western plateau of Mexico is not strongly affected by ENSO, but that, on
average, late fall and early winter precipitation is above normal during
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Figure 2. Superposed epoch analysis of warm (solid line) and cold (dashed line) event precipitation anomalies
in the Sierra Madre region.

The anomalies have been smoothed by applying a 3-month running mean to the original monthly mean data.
Warm and cold event years were taken from Table 1.

warm events and below normal during cold events. This signal reflects a
strengthening of the subtropical westerly circulation tied to anomalously
strong warm event convection in the equatorial Pacific. Not surprisingly,
this particular signal is shared by the Sonora, Chihuahua, and Gulf coast
divisions (not shown), which are also under the influence of a strength-
ened subtropical jet during warm events and a weakened jet during cold
events. Although the 1991-92 warm event winter season was not in-
cluded in the composite, this was an excellent example of this signal, with
extremely high precipitation in the northern desert of Mexico, the south-
western United States, and Texas.

The magnitude of monthly anomalies for the Sierra Madre barely exceeds
10 mm per month at most, which is not a large amount of precipitation,
but this region is normally quite dry during November through March,
averaging less than 25 mm per month. Thus the ENSO signal can
account for a substantial portion of the variance in precipitation during
winter and, in fact, is responsible for many of the extreme precipitation
events during this time of year. This is illustrated in Figure 3a, where
individual November-March precipitation departures from the mean are
plotted from 1900 through 1988. The winter Sierra Madre precipitation
has a consistent ENSO signal, such that nearly all warm events are
associated with above-normal precipitation and, without exception, cold
events are characterized by below-normal precipitation. What's more,
many of the extremely wet winters in the Sierra Madre occurred in
association with warm events.
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Figure 3. Time series of seasonal precipitation anomalies for November-March in the Sierra Madre and for April-October in Southern Mexico.

Departures are in millimeters/season. ) ) .
The years in (a) are piotted according to the year zeros listed in Table 1 and refer to the year in which November falls. Warm and cold years in (b) are listed in Table 2.

Similar plots (not shown) were constructed for the southern Mexico
region, using the warm and cold event years from Table 1. These plots
showed that warm events were, on average, drier than normal and cold
events were wetter than normal over southern Mexico; however, the
consistency of the signal between events was less impressive than that
for the Sierra Madre. We believe the source of this unreliability between
ENSO and precipitation over southern Mexico is due to the irregular
timing of ENSO onset between events during year 0. Because warm and
cold event onset can often occur late in the calendar year (see Fu et al
1986), many year O designations in Table 1 likely were not necessarily
associated with anomalously high SST and convection in the eastern
Pacific.

With this in mind, we decided to look at monseon precipitation during
periods of anomalous SST over the central and eastern equatorial Pacific,
regardless of whether a year was classified as a warm or cold event as
defined by the criteria above. June through August seasons when the
integrated SST index described above was greater than 0.8°C or less than
-0.8°C were chosen for this analysis. These years are given in Table 2.
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Table 2
MONSOON SEASONS OF EXTREME SEA SURFACE TEMPERATURE IN THE
EASTERN EQUATORIAL PACIFIC

Integrated June-August SST anomaly from 160°W-90"W greater than 0.8°C or less than -0.8°C.

Wam SST Cold SST

1902 ' 1957 1906 1955
1905 1963 1909 1964
1918 1965 1916 1970
1925 1972 1924 1973
1930 1976 1938 1975
1939 1982 1954 1988
1944 1986

1951 1987

1953

Figure 4 shows a superposed epoch plot for April-October southern
Mexico precipitation, using the above- and below-normal SST years from
Table 2. These show clearly the tendency for precipitation to be deficient
during periods of high SST from about April through October of year 0O,
followed by slightly above-average precipitation until February. Cold SST
events show nearly opposite characteristics for a similar period.

The consistency of the southern Mexican precipitation signal to Pacific
SST is shown in Figure 3b, where high monsoon season SST is coded as
“warm event” and low SST as “cold event”. Of 17 warm SST years, 14 had
below-normal precipitation, while 8 of 12 cold SST years had above-
normal precipitation — anomalies consistent with the composite signal

in Figure 4.
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Figure 4. Superposed epoch analysis of warm (solid line) and cold (dashed line) event precipitation anomalies
in the Southern Mexico region.

The anomalies have baen smoothed by applying a 3-month running mean to the original monthly mean data.
Warm and cold event years were taken from Table 2.
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Summary

Both warm and cold ENSO events have a detectable influence on precipi-
tation over Mexico, although the effect varies for different parts of the
country. In the “composite” warm event, the Sierra Madre (and, as it
turns out, the whole of north-central Mexico) receives higher-than-
normal amounts of precipitation during winter, a signal that is in phase
with that over the southeastern United States. This is related to a more
active subtropical flow, induced by anomalously strong equatorial con-
vection over the eastern Pacific. During June through August periods of
anomalously high SST in the eastern equatorial Pacific, a condition
presumably related to active convection in that region, the monsoon
rainfall over southern Mexico tends to be weaker than normal. This is
likely related to the southward displacement of ITCZ convection over the
warmer-than-normal ocean to the south and west of Mexico (eg, Douglas
1982). Cold events tend to be characterized by opposite patterns. These
signals are fairly robust in that anomalies during most individual events
share the same sign as the composite events.

It should be emphasized that, as opposed to the Sierra Madre regjon, the
anomaly amounts over southern Mexico are not large with respect to the
total climatological precipitation over this region. On average during April
through October, the warm SST years had 88 mm less precipitation than
the mean, while cold SST years averaged only 73 mm above the mean,
compared to a mean seasonal precipitation of 1175 mm. Thus, while the
signal is consistent and individual years can have significant departures
related to SST (eg, 1953, 1957, 1982 warm years; 1954, 1955 cold years),
the net effect of ENSO on monsoon precipitation and agriculture over
southern Mexico would appear to be negligible in most cases, with only
the most extreme events (such as 1982-83) having a more significant
impact.
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Changes in Frost Frequency and
Desert Vegetation Assemblages in
Grand Canyon, Arizona

Robert H. Webb and Janice E. Bowers

Abstract: The effect of decreasing frost frequency on desert vegetation was documented in Grand
Canyon by replication of historical photographs. Although views by numerous photographers of
Grand Canyon have been examined, 400 Robert Brewster Stanton and Franklin A. Nims views
taken in the winter of 1889-1890 provide the best information on recent plant distribution. In
Grand Canyon, where grazing is limited by the rugged topography, vegetation dynamics are
controlled by climate and by demographic processes such as seed productivity, recruitment,
longevity and mortality. The replicated photographs show distribution and abundance of several
species were limited by severe frost before 1889. Two of these, brittlebush (Encelia farinosa) and
barrel cactus (Ferocactus cylindraceus), have clearly expanded their ranges up-canyon and have
increased their densities at sites where they were present in 1890. In 1890, brittlebush was present
in warm microhabitats that provided refugia from frost damage. Views showing desert vegetation
in 1923 indicate that Encelia expanded rapidly to near its current distribution between 1890 and
1923, whereas the expansion of Ferocactus occurred more slowly. The higher frequency of frost
was probably related to an anomalous increase in winter storms between 1878 (and possibly 1862)
and 1891 in the southwestern United States.

The distributional limits of many desert plants may be determined by
unusual climatic conditions. Because many of the columnar cacti and
leguminous shrubs and trees that characterize the Sonoran Desert are
sensitive to frost, the northern limits of that desert have been defined in
terms of frost frequency (Shreve 1911; Turnage and Hinckley 1938;
Hastings 1963). Rare, catastrophic freezes may cause widespread mor-
tality of Sonoran Desert plants (Turnage and Hinckley 1938; Bowers
1981), particularly seedlings or juveniles not protected by nurse plants
(Niering et al 1963).

Desert plant assemblages are also sensitive to grazing by domestic
livestock. Grazing is so pervasive across the North American desert that
it is often difficult to separate the effects of climate from those of grazing.
For instance, domestic livestock grazing has been blamed for widespread
conversion of grasslands to shrublands (Bahre 1991) and promotion of
exotic or unpalatable species (Burgess et al 1991), although climatic
variability or change could have been responsible for many of the changes
(Hastings and Turner 1965). Sites that have been protected from grazing
typically are small and relatively inaccessible (eg, Schmutz et al 1976;
Turner 1990).

Large tracts of ungrazed desert are extremely rare; rarer still are those
where vegetation has been or can be monitored for many decades. One
such area is the bottom of Grand Canyon, where impassable cliffs
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prevent movement of grazing animals, and spectacular scenery has
encouraged a rich history of photography useful in reconstructing past
vegetation (Figure 1). Over the past several years, we have replicated
hundreds of historical photographs. This paper reports on changes in
desert vegetation that have been documented by matched views.

Photography was extremely important to early river runners, who wanted
to document their exploits or finance their expeditions by selling photo-
graphs (Fowler 1989). Photographers on early Grand Canyon explora-
tions included Jack Hillers of Major John Wesley Powell’s second
expedition (1872); Timothy O'Sullivan and William Bell of the Wheeler
Expedition (1871-73); Ben Wittick, who explored on his own (1883-85);
Franklin A. Nims and Robert Brewster Stanton of the Colorado River
Survey (1889-90); Raymond Cogswell, who ran the Colorado River with
Julius Stone (1909); the Kolb brothers (1911); and Eugene C. LaRue, who
was the photographer of a U.S. Geological Survey expedition (1923). Of
this wealth of photographic documentation, the most useful from the
standpoint of interpreting desert vegetation are the many views taken by
Nims and Stanton.
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The Stanton Photography

Methods

In 1889, Frank M. Brown, an ambitious investor, formed a company to
ascertain the feasibility of a railroad route through the canyons of the
Colorado River in Utah and Arizona (Smith 1965; Smith and Crampton
1987). Brown hired Robert Brewster Stanton as chief engineer and
Franklin A. Nims as photographer for the project. During the first
expedition, in the summer of 1889, Brown and two crew members
drowned in two separate accidents, and the mission was aborted after
traveling only 50 km into Grand Canyon. Stanton returned to lead a
second expedition that began in November 1889. Between December 28,
1889, and March 1, 1890, he and his crew successfully traversed Grand
Canyon without additional loss of life.

During the first expedition, Stanton had attempted an instrumental
survey of the proposed railroad route. Because the time required for
surveying was excessive, Stanton relied on photography to document the
feasibility of the route during the second expedition. Unfortunately, Nims,
the photographer, was injured in a fall and had to be evacuated after the
expedition had traveled only 25 km into Grand Canyon (Smith 1967);
Stanton, who had no previous photographic experience, assumed the
photographer’s duties. Altogether, Nims and Stanton exposed 446 views
on 6-1/2 by 8-1/2 inch negatives between the current site of Glen
Canyon Dam and the top of Lake Mead, a distance of 400 km. They
frequently made upstream and downstream views from the same point.

In the winters of 1990-1992, we replicated 400 of the views made on
Stanton’s second expedition. We worked in the winter so as to capture
vegetation in the same state of dormancy as depicted in the 1889-1890
views. Supplemental information was obtained from replication of several
views of desert vegetation by LaRue in 1923. Of the views we replicated,
241 showed desert vegetation along the river corridor and could be
evaluated for changes in species composition and plant density. By
comparing the relative positions of plants and stable foreground rocks,
we were also able to identify individual shrubs and trees that had
persisted in situ for one hundred years (Figures 2 and 3). The resolution
of the 1889-1890 views varied considerably; in some, only foreground
plants could be identified with any certainty. In any given pair of
replicates, therefore, we interpreted only the area that was clearly visible
in both photographs.
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Figure 2. Desert plants near Bass Rapids, mile 107.6, Grand Canyon. in 1890,

Desert vagetation assemblages through much of Grand Canyon were dominated by Mormon tea (Ephedra sp.), which is the most common shrub in the foreground of
this view. No britllebush (Encelia) appear in this view, which has a resolvable depth of field of about 50 meters. (Photograph by Robert Brewster Stanton, Number 513,
taken February 17, 1890, courtesy of the Still Picture Branch, National Archives.)

Stability of Geomorphic Surfaces

The bedrock and substrate associated with desert plant assemblages is
remarkably stable in Grand Canyon. During the last century, our camera
stations recorded only a few rockfalls, mainly along the first 45 kilometers
of river corridor. Sand dunes, present at a small minority of camera
stations, can be mobile. Otherwise, the stability of bedrock outcrops and
the persistence of even small rocks has allowed us to eliminate change in
substrate as a possible cause for change in the desert plant assemblages.

Stability of Desert Plant Assemblages

Many species of desert plants in Grand Canyon are long-lived and form
stable assemblages. Individuals of about 40 species were found to persist
for one hundred years or more. For example, more than a thousand
individuals of Ephedra torreyana and E. nevadensis, the most pervasive
dominants along the river corridor, appear in the 1890 views; of these,
more than 70 percent have persisted throughout the intervening century.
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Figure 3. Desert plants near Bass Rapids, mile 107.6, Grand Canyon, in 1991.
In 1991, this site was dominated by frost-sensitive Encelia, the silvery, hemispheric shrub that appears throughout the view. Two of the Ephedra in the foreground have
persisted the intervening century. (Photograph by Dave Edwards, Stake 1755a, February 14, 1991.)

Because we encountered E. torreyana and E. nevadensis most often
in sterile condition, when they are difficult to distinguish, we discuss
them collectively here. Other long-lived species included creosote bush
(Larrea tridentata), Anderson thorn bush (Lycium andersonii), and cat-
claw (Acacia greggii). Densities of these species did not appear to change
substantively between 1890 and 1990. Our replicated photographs sug-
gest that five species of caespitose (non-rhizomatous) grasses are also
capable of persisting for one hundred years.

Changes in Brittlebush

Brittlebush (Encelia farinosa) is a common shrub of rocky slopes in the
Mojave and Sonoran deserts. The plants are drought-deciduous and
retain their leaves in all but the coldest winters. In Grand Canyon,
E. farinosa is common between mile 42.5 and Lake Mead (Phillips et al
1987; Figure 1); in many areas, it is a dominant. The bright, silvery leaves
and distinctively forked flower stalks make Encelia easy to identify in
photographs.
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Across much of its range, the species experiences a predictable drought
in late spring and early summer. Extreme summer drought is required to
produce significant mortality (J.R. Ehleringer, University of Utah, pers.
comm., 1992). In all likelihood, a more frequent cause of mortality is
catastrophic frost. The low temperature or number of hours below
freezing required to kill Encelia is uncertain; leaf and apical stem damage
has been recorded at —4°C (Turner et al unpublished data), and plants
were killed to the ground at -8.3°C (Turnage and Hinckley 1938). In
neither case did temperatures remain below freezing for 24 hours. Along
the Colorado River, an Encelia population at the upstream limit of the
species suffered 70 percent mortality on north-facing slopes (Larry
Stevens, National Park Service, pers. comm., 1991) following tempera-
tures of at least -6°C in February 1989 and December 1990.

In 1890, Encelia was uncommon along the river corridor; it is visible in
only 17 Stanton views. Today, the species is common; in 1990-1992, we
noted Encelia in the vicinity of 137 camera stations and captured it in 80
of our views. At many of these 80 stations, the increase in density is
striking (Figures 2 and 3). Only one camera station had Encelia visible in
1890 but not in 1990. Using a contingency table analysis that compared
the presence/absence of Encelia in 1890 and 1990s views, the probability
that Encelia would occur in only 17 of 80 views was extremely low
(Chi-square distribution; P < 0.001).

Stanton first recorded Encelia at mile 52, close to the current upstream
limit of the species in Grand Canyon. Moreover, seeds of Encelia were
found in a 1,500 YBP packrat midden in a tributary at mile 65 (Cole
1985). This suggests to us that the recent increase in Encelia does not
represent a species invading a favorable habitat. Rather, we hypothesize
that the paucity of Encelia in the Stanton photographs resulted from
extensive mortality in an already well-established population. The most
likely cause of this population decline was catastrophic frost. No dead
plants of Encelia are visible in 1890 views, which suggests the cata-
strophic event (wWhich may have taken the form either of a single severe
freeze or of persistent frequent freezes) occurred many years before 1890.

Of the 17 sites that had Encelia in -1889-1890, ten faced south or
southwest. Several views depict individuals between large boulders,
many of which were black or covered with dark desert varnish. These
warmer microhabitats apparently provided refugia from catastrophic
frost. After 1890, Encelia re-establishment occurred rather quickly; the
species appears in 1923 photographs at a site where it was not present
in 1890. It is worth noting that Encelia apparently occupied an empty
niche when it expanded, as many 1890 photographs show bare ground
where the 1990s photographs show a relatively dense cover of Encelia.
The proliferation of Encelia in less than 33 years is consistent with a
decrease in what probably was persistently frequent severe freezes before
the turn of the century.
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Changes in Barrel Cactus

Barrel cactus (Ferocactus cylindraceus, formerly F. acanthodes) is com-
mon along the Colorado River between about mile 110 and Lake Mead.
This cylindrical cactus, which is 1 to 3 meters tall, is readily identifiable
in historical and modern views because of its shape and stature; we could
discern individuals located as much 300 meters away from the camera
station. The northerly limit of F. cylindraceus, like that of its congeners in
the Mojave and Sonoran deserts, is determined by frost (Nobel 1980).
Damage to chlorenchyma cells occurs at -8.4°C in plants that have been
cold-hardened (Nobel 1982). Damage is minimized by spine coverage at
the apex. Apical spine coverage increases somewhat with plant height,
thereby increasing cold-temperature tolerance as the plants age (Nobel
1980). Adult plants are probably not at risk during extreme frost; instead,
seedling and juvenile individuals are killed (Nobel 1984). Seedling estab-
lishment is also limited by prolonged drought (Jordan and Nobel 1981).

Like Encelia, Ferocactus appears to have been well established in its
current distribution by 1890; Stanton first captured it about 32 kilome-
ters downstream of the current upstream limit. Seeds of Ferocactus were
found in packrat middens dated at 8,500 to 19,000 YBP that were
collected at the western end of Grand Canyon (Phillips 1977). The most
striking change shown in the replicated photographs is a dramatic
increase in Ferocactus density along the entire river corridor. On average,
128 percent more individuals were visible in the 1990-1992 views than
in the 1889-1890 views. In a paired-sample t-test comparison, the mean
difference between 1889-1890 and 1990-1992 views was 7.9 individuals
(P <0.000). In 47 replicates showing Ferocactus, only 6 views from 1890
had more individuals than the 1990-1992 views. Although Ferocactus
commonly appears in 1923 views, the density in 1923 was lower than in
1990-1992. As with Encelia, we suspect catastrophic frost drastically
reduced the Ferocactus population sometime during the late 19th cen-
tury. The absence of Ferocactus carcasses in the Stanton views suggests
this occurred well before his 1890 expedition.

A comparison of replicated views shows that Encelia was well established
by 1923, whereas Ferocactus was not. This lag in re-establishment may
have resulted from their different reproductive strategies. Encelia, a
prolific seed producer dispersed in part by wind, is well-suited for
colonization of recently disturbed habitats or otherwise empty niches.
Plants reach maturity at an early age, and, given a sequence of years
favorable for establishment, populations can expand rapidly. In the
vicinity of Tucson, Arizona, conditions favorable to Encelia germination
occurred seven times between 1985 and 1992, a relatively frequent rate
for a desert perennial (Bowers, unpublished data). Ferocactus, on the
other hand, matures more slowly and produces fewer seeds, which are
largely dispersed by animals. It encounters favorable germination condi-
tions rather rarely, in only 8 of 18 years in the Mojave Desert (Jordan and
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Nobel 1979). This species would, therefore, spread slowly from an initial
occupation site.

Changes in Other Cacti and Succulents

Ten species of cacti were recorded in the Stanton views. Like Ferocactus,
many of these are limited by frost, and, as would be expected, many have
shown large increases during the past century. A second species of barrel
cactus, Echinocactus polycephalus, was present at 23 camera stations in
1990-1992. Of these views, 13 from 1990-1992 showed Echinocactus
whereas only 3 from 1890 showed it. At one site where Echinocactus was
clearly visible, 3 individuals were present in the 1890 view (one persisted
the century) whereas 11 new individuals were present in a 1991 view.
Little is known of the environmental tolerances of Echinocactus, although
it likely has tolerances similar to Ferocactus.

Among other succulents that have increased are Opuntia erinacea,
O. basilaris, and Echinocereus engelmannii. Ocotillo (Fouquieria splen-
dens), which occurs today between mile 157 and Lake Mead (Phillips et
al 1987), is also limited in its northward distribution by low tempera-
tures, but this species did not appear in enough views to make an
adequate comparison of change.

Alternative Hypotheses for Observed Changes
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It is possible that when Stanton traveled the Colorado River in 1890,
Encelia and Ferocactus had only recently appeared in Grand Canyon. If
so, the individuals shown in his photographs represent pioneers rather
than relicts of formerly well-established populations. The absence of dead
plants of either species is congruent with this hypothesis. Using photo-
graphs alone, we are unable to distinguish between pioneers and relicts;
however, the scattered occurrence of both species along the river corridor
in 1890 and preservation of evidence of these species in packrat middens
as old as 19,000 YBP suggest the remnants of a decimated population
rather than the forerunners of an advancing species. If the latter were the
case, we would expect to see more plants in the downstream views than
in the upstream ones, since downstream populations would have had
more time for reproduction and establishment. Based on the limited
number of photographs available, this does not seem to be the case.

Changes in climatic variables other than frost could have affected the
density of Encelia and Ferocactus between 1890 and 1990. For example,
extended summer drought could have reduced the density of Encelia. Yet,
although the amount of summer precipitation in the region did decrease
after 1942 (Hereford and Webb 1992), species that are more mesophytic
than Encelia, particularly Ephedra, changed very little. Anomalously high
rainfall is also a possibility (large floods occurred regionally in the late
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1800s), but, again, other species that presumably would have responded
favorably to the increased moisture were unchanged.

Anecdotal Evidence of Change in Frost Frequency

Grand Canyon forms a nearly ideal conduit for cold-air drainage during
winter months on the Colorado Plateau. As a result, winter temperatures
in the bottom of Grand Canyon are extremely variable. At Phantom
Ranch, winter lows typically are above freezing but rarely approach
~18°C. The lowest low temperature in the 20-year record at this station
is -23°C, measured in January 1971 (Sellers et al 1985). At Lees Ferry,
the lowest low temperature is ~16°C, recorded in 1963. The low tempera-
ture of -14°C in January 1971 at Lees Ferry suggests the severe freeze
recorded downstream at Phantom Ranch was somewhat localized. Low
temperatures during the period around 1890 are unknown for these
stations.

Instrumental weather records do not allow evaluation of frost frequency
before and after 1890. Lees Ferry, Arizona, the longest record of rele-
vance, began in 1916. Long-term records from the region are restricted,
with perhaps the most appropriate being Fort Mojave, Arizona, which was
established in 1863 about 200 kilometers southwest of Grand Canyon in
the valley of the lower Colorado River. However, this site, near present day
Bullhead City, was abandoned in 1938, which does not allow an evalu-
ation of change in frost frequency. Anecdotal evidence is the only type of
information available to verify a climatic change that is suggested by
change in desert plants in Grand Canyon.

For the continental United States, average temperatures have increased
since the 1800s (Kalnicky 1974). In the western United States, the late
1800s were characterized by periodic severe winters that may be related
to anomalously frequent El Nifio conditions, particularly between 1878
and 1891 (Quinn et al 1987). Between 1862 and 1910, abnormally large
winter storms caused floods on most of the rivers in the southwestern
United States (Webb 1985; Webb and Baker 1987); typically, such storms
are followed by severe cold. On the Great Plains, the winter of 1886
claimed at least 35 percent of rangeland cattle during intense and
frequent blizzards (Stegner 1953). In northern Nevada, half of the cattle
died in the abnormally cold and snowy winter of 1889-1890 (Young and
Sparks 1985). Stanton recorded this cold weather in his diary of the
1889-1890 Grand Canyon expedition (Smith and Crampton 1987).

One indication of the severity of winters in the late 1800s and early 1900s
is the freezing of the Colorado River at Lees Ferry. Ferrymen, and later
hydrographers, recorded freezes because of their effects on passage
across the river or measurement of streamflow. The most severe docu-
mented freeze was in 1878, when the river was frozen from bank to bank
below the Paria River for more than two weeks, allowing wagons to be
driven across the river (LaRue 1925, p. 13). Other, less notable freezes of
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the river occurred in January of 1866, 1880, and 1925. The record of ice
effects on the gaging station of the Colorado River at Lees Ferry (Figure 4)
suggests a change in frost frequency at this site after the early 1930s that
is coincident in a change from predominantly meridional to zonal flow
over the Northern Hemisphere (Dzerdzeevskii 1969; Kalnicky 1974;
Balling and Lawson 1982). Meridional circulation is required to advect
arctic air masses into the Southwest.

NUMBER OF DAYS ICE AFFECTED GAGING STATION

70 T T 7T T T T T T 1T T iTT rrrrrrrrrrrror 1010 17 T T 1T T 1T 17T 1T 1T T 71T TT1TT I-
Colorado River at Lees Ferry, Arizona
1923-1963
60 (0 DECDAYS 1
JAN DAYS
50 [ 3
B FEBDAYS
40 [ 7
30 [ 7
20 [ 7]
10 ]
0
© © © © © © © © © ©
N N w w H H (¢} o o (o2}
o w o o o (3] o o o (33}

Figure 4. Days of ice at stream-gaging station, Colorado River at Lees Ferry, Arizona, 1923-1963.

Conclusions

Closure of Glen Canyon Dam in March 1963 ends this unique record. Data from annual reports on streamflow for the Colorado River basin
(eg, U.S. Geological Survey, 1961).
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In the last century, desert plant assemblages have changed significantly
along the Colorado River in Grand Canyon National Park. The distribu-
tion and abundance of certain climatically insensitive species, such as
Ephedra, have changed little. Most of the Ephedra individuals observed
in the 1890 photographs have persisted throughout the intervening
century. Other species, particularly Encelia farinosa, Ferocactus cylin-
draceus, and Echinocactus polycephalus, have increased in abundance
since 1890. Occurrence of these species near their current distributional
limits in 1890 indicates that they were suppressed sometime before that
year; moreover, most Encelia visible in the 1890 photographs occurred
on southerly-facing slopes or among groups of dark-colored boulders.
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The suppression could have occurred during one event, such as the
catastrophic freeze of 1878, but more likely the cause was a greater
frequency of freezing weather than now occurs in Grand Canyon. Instru-
mental weather records do not exist for the critical period between
settlement of the region and 1890; anecdotal evidence indicates the
changes are related to a decrease in the frequency of severe frost after the
turn of the century.
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Relationships Between ENSO Events and
San Francisco Rainfall, 1949-1991

Jan Null

As California entered its sixth consecutive year of drought, the onset of a
positive sea surface temperature anomaly in the equatorial Pacific and
other indicators of a developing ENSO event were observed. This brought
the following question from the media, water officials, and the public:
What effect will El Nifio have on the current rainfall season in general and
on the intraseasonal distribution of rain in particular?

To answer the question, the historical San Francisco rainfall record was
examined in relationship to previous ENSO events. This record was
chosen because it is the longest consecutive rainfall record in northern
California, has been tested for homogeneity, and is a record for which an
extensive daily database has recently been developed (Null 199 1). Earlier
works (Fu et al 1986) looked at the “typing” of ENSO events since 1940
(Figure 1), and the work of Schonher and Nicolson (1989) studied the
relationship between seasonal rainfall for large areas of California and
ENSO events since 1950.
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Figure 1. ENSO Type (Fu et. al 1986)
Years indicated are beginning of July 1 to June 30 season.
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The goal of this research was to do an introductory examination of the
daily, monthly, and seasonal San Francisco rainfall record and their
relationships to ENSO events (Figure 2). While no firm conclusions can
be drawn until a more thorough statistical analysis of the data is
completed, several interesting characteristics of the eight Type 1 ENSO
seasons (1951, 1957, 1965, 1968, 1972, 1977, 1982 and 1991) are noted.
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Figure 2. Normalized Rainfall

Monthly Analysis

The strongest signal that is apparent is for a positive monthly precipita-
tion anomaly during February, when five of the eight Type 1 ENSO
seasons were much above normal and one other was above normal
(Table 1). January and March also showed a wet bias during Type 1
ENSO events, with three of the eight seasons being much above normal.

For January, two additional seasons were above normal, and March had
two above the mean.

Intraseasonal Analysis

As would be expected from the monthly data, there was also a strong
positive relationship between ENSO events and intraseasonal rainfall of
January through March (Table 2). Of the eight Type 1 seasons, January



Relationships Between ENSO and San Francisco Rainfall

F+r

Greater than 1 standard deviation below mean
Less than 1 standard deviation below mean
Less than 1 standard deviation above mean
Greater than 1 standard deviation above mean

Table 1
RELATIONSHIP OF ENSO TYPE 1 TO MONTHLY RAINFALL
October November  December January February March April
Mean 1.18 2.88 3.54 437 3.15 3.13 1.38
Std Dev 1.37 2.33 2.39 2.68 2.29 2.26 1.35
1951 0.81 - 333+ 7.92 + 10.69++ 2.62 - 4.90 + 1.08 -
1957 346 ++ 1.13- 3.60 + 438 - 7.78 ++ 8.22 ++ 547 ++
1965 0.01 - 479 + 3.51 - 3.27 - 272 - 0.80 — 0.36 -
1968 0.62 - 2.67 - 391+ 7.74 ++ 7.26 ++ 1.01 - 1.74 +
1972 541 ++ 6.40 ++ 3.53- 9.38 + 6.32 ++ 2.63 - 0.02 —
1977 017 - 222 - 3.30 - 6.94 + 414 + 5.90 ++ 421 +
1982 2.79 ++ 5.62 ++ 222 - 577 + 8.06 ++ 9.04 ++ 348 ++
1991 235+ 0.50 - 232 - 2.09 - 6.34 ++ 414 + 0.38 -
— Greater than 1 standard deviation below mean
- Lessthan 1 standard deviation below mean
+ Lessthan 1 standard deviation above mean
++ Greater than 1 standard deviation above mean
Table 2
RELATIONSHIP OF ENSO TYPE 1 TO INTRASEASONAL RAINFALL
Jan.-Mar. Feb.-Mar. Jul.- Dec. Jan.- Jun. Season

Mean 10.65 6.28 7.99 12.53 20.52

Std Dev 4.99 3.78 411 5.65 7.56

1951 18.214+ 7.52 + 12.58 ++ 19.98 ++ 32.56 ++

1957 20.38 ++ 16.00 ++ 9.66 + 26.82 ++ 36.48 ++

1965 6.79 - 3.52 - 8.82 + 751 - 16.33 -

1968 16.01 ++ 8.27 + 7.29 - 17.80 + 25.09 +

1972 18.33 ++ 8.95 + 15.93 ++ 1843 ++ 34.36 ++

1977 16.98 ++ 10.04 ++ 6.68 - 2119 ++ 27.87 +

1982 22.87 ++ 17.10 ++ 11.35+ 26.82 ++ 38.17 ++

1991 12.84 + 10.75 ++ 5.59 - 13.61 + 19.20 -

through March was much above normal six times and above the mean
another time. February through March was slightly above normal three
times and much above normal three times.

Examining the second half of the season (January through June) shows
a very strong positive precipitation anomaly, with five much above
normal and two others slightly above. The first half (July through
December) signature was weaker, being much above the mean during two
of the Type 1 ENSO events and slightly above another three. For the entire
season, four of the eight events were much above normal and two more
were slightly above.
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Daily Analysis

Analysis

Along with the positive anomalies for the monthly data, the daily rainfall
amounts yielded a much above-normal number of rainy days during
ENSO seasons (Table 3). During the eight Type 1 ENSO events, five
exceeded a standard deviation above the mean number of all rain events
and another was slightly above. The number of days with more than a
half inch of rain was greater than the mean during two of the eight
seasons and much above normal four times.

Table 3
RELATIONSHIP OF ENSO TYPE 1 TO DAILY RAINFALL

Days > Trace Days <0.50" Days >0.50"

Mean 67 52 14
Std Dev 14 10 6
1951 90 ++ 70 ++ 20 ++
1957 97 ++ 65 ++ 32 ++
1965 54 - 43 - 11 -
1968 93 ++ 77 ++ 16 +
1972 84 ++ 59 + 25 ++
1977 81+ 57+ 24 ++
1982 97 ++ 70 ++ 27 ++
1991 59 - 42 — 17 +

— Greater than 1 standard deviation below mean
- Less than 1 standard deviation below mean
+ Less than 1 standard deviation above mean
++ Greater than 1 standard deviation above mean

There are strong signatures of above normal rainfall during seasons with
corresponding ENSO Type 1 events, which are the strongest events.
There appeared to be the strongest relationship between these ENSO
events and above-normal San Francisco seasonal rainfall during January
through March. This carries over into the total number of rainy days,
though there is no preference for days with greater amounts of rain as
opposed to lighter events.

This is typically the time of year when ENSO events peak (ie, there is the
greatest positive SST anomaly), resulting in increased convection in the
subtropical Pacific and a northward displacement of the subtropical
jetstream. At the same time, the polar jet is near its southernmost
position, with a net result of a pattern very conducive for heavy California
rainfall events.

Conversely, a minimum was seen with the Type 3 event in 1976, though
with only a single sample it is impossible to draw any conclusions. The
Type 2 events were similarly sparse, with only four events during the 41
seasons of interest. These years were classified by Schonher and Nichol-
son (1989) as “normal”, and all four fall within one-half of a standard
deviation of the mean.



Relationships Between ENSO and San Francisco Rainfall

While the evidence from ENSO events is not plentiful enough to use as a
predictor, it does provide another source of information for decision
makers. It also points to the importance of not merely identifying the
existence of an ENSO event, but also to determining the “type” of event
that it is. The evaluation of additional El Nifios, both past and future, will
be necessary to draw any firm conclusions as to any significant impact
on San Francisco rainfall.
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| Streamflow and La Niiia Event Relationships

in the ENSO-Streamflow Core Areas
Ercan Kahya and John A. Dracup

The high index phase of the Southern Oscillation (SO), La Nina, has not
been given as much attention as its counterpart, the low index phase of
the SO, El Nifio. One reason may be related to the fact that many
similarities exist among El Nifio events but not among La Nifia events.
Thus, the literature mostly contains studies based on composite analysis
for El Nifio episodes (Philander 1990).

In a global-scale study, Ropelewski and Halpert (1989) found that rela-
tionships between the high SO index phase and precipitation anomaly
are opposite in sign to the low index phase of the SO relationships. Their
study included two regions (the Gulf-northern Mexico and the Great
Basin) based on the study of Ropelewski and Halpert (1986) in North
America. In a hydrologic perspective, Kahya and Dracup (1 993) (hereafter
abbreviated as “KD”) identified four El Nifio/Southern Oscillation
(ENSO)-Streamflow core core areas (Gulf of Mexico, North East, North
Central, and Pacific Northwest) that exhibit a reliable and coherent
ENSO/streamflow association (Figure 1). In this study, we focus on the
influences of La Nifia phenomena on streamflow anomalies in these four
areas to explore the SO-related signal over the United States.

Data Set and Methodology

Monthly virgin streamflow volumes compiled by Wallis et al (1991) in the
form of CD-ROM are used in this investigation. The data set contains
1,009 high-quality stream gauge records in the United States, each with
41 years of observation (1948-1988). Each record contains nine La Nifia
events. In determining the relationship between streamflows in the core
areas and La Nina events, the following analysis procedures were per-
formed using six event years (1950, 1955, 1964, 1970, 1973, and 1975).
In the two cases of two successive La Nifa years, only the first year is
used for the individual station composite; however, the second years
(1956, 1971) and 1988 (if possible) are marked in the index time series.

In our earlier study (KD), the monthly streamflow values were initially
expressed in terms of percentiles based on the appropriate log-normal
distribution for each month at each station. The ENSO streamflow
composite at each station was formed for a idealized 2-year period to
make our results comparable to those of Ropelewski and Halpert (1989).

In: K.T. Redmond and V.L. Tharp, Editors. 1993. Proceedings of the Ninth Annual Pacific Climate (PACLIM) Workshop,
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However, the length of the composites was changed to three years when
detecting a seasonal signal. (This was especially important in the PNW
area.) The episode year in which maximum sea surface temperature
anomalies related to El Nifio (or La Niria in this study) generally occur in
the central and eastern Pacific Ocean was designated by (0); the year that
precedes the episode year is designated by (-) and the year that follows
is designated by (+). In this convention, ENSO composites of the log-nor-
mal streamflow percentiles were constructed for the 24-month period
starting with the July preceding the episode, July(-), and continuing
through the June following the episode, June(+). These composites were
subjected to the fit of the first harmonic. The phase of the first harmonics
was assumed to represent the time of maximum relationship between
streamflow and ENSO events. The amplitude of the first harmonics
represents the magnitude of the relationship. Both quantities were
combined into one as a vector and plotted on a map (Figure 1) in order to
identify regions that have spatial coherence in terms of timing and
magnitude for the streamflow response to the tropical thermal forcing.

Figure 1. Streamflow station vectors based on the 24-month harmonic fitted to ENSO streamflow composites.

90

Outlined regions of coherent streamflow responses are the core areas. For the direction of arrows, south refers to July(), north corresponds to June(0), and so on.
For the magnitude of arrows, the harmonic arrow belonging to southernmost Florida has a magnitude of 21.6 percent and a phase of December(0), for example.
(Adapted from Kahya and Dracup 1992.)



Streamflow and La Nifia Relationships

Analysis steps in this study start with those streamflows included in the
four core areas. An aggregate La Nifia composite for each area is obtained
by averaging individual station composites based on three years to detect
subjectively a single season. The index time series (ITS) for the region is
plotted against the detected season. Finally, ITS is examined for temporal
consistency to see whether the La Nina-related streamflow signal is
reliable.

Results and Discussion

In this section, results are summarized for each of the four areas. Specific
information for an area, such as number of stations included, coherence
of the first harmonics, and general regional climate, are available in KD.

Since the phenomena of El Nifio and La Nifia are known to be the extreme
state of climate in the equatorial Pacific, it may be plausible to expect
their influences on the surface hydroclimatic parameters at middle
latitudes to be extreme. It would be advantageous if water resources
managers could understand the causes of extreme conditions such as
floods and droughts. Therefore, we intend to determine the number of
extreme streamflow conditions that were coincident with the occurrence
of La Nifia events.

The values of an ITS (numbered as a total of 41) are basically the average
of log-normal percentiles for months that are included in the correspond-
ing season for each year. Since these index values constitute a distinct
population for different seasons, limits for the lowest and the highest will
depend on the season and the ITS under consideration. Thus, in this
study, the values of an ITS that are lower than 30 percent or higher than
70 percent are not specified as a driest or wettest season average. For
that, we found the cumulative distribution of the values of an ITS and
calculated the limiting index values for the 10 percent (for the driest
conditions) and the 90 percent (for the wettest conditions). In our case,
there are always four ITS values that fall below 10 percent and another
four that fall above 90 percent.

This analysis attempts to identify a coherent and systematic hydrologic
response to the equatorial cold events in the ENSO-streamflow core
areas, but the streamflow response to La Nifia events may exist else-
where. Also, the sizes and locations of the core areas may not be right to
look for the La Nina-related streamflow response. This may be checked
by performing the entire analysis initially based on the La Nifia compos-
ite.
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Gulf of Mexico (GM)

In the La Nifla aggregate composite for the GM area (Figure 2), the
9-month dry period from December(0) to August(+) has been selected as
a season with strong La Nifna/streamflow relationship. This seasonal
signal has similar timing and magnitude with that of ENSO (wet Decem-
ber(0) to April(+) in KD), but has opposite sign. This season also appeared
as a dry period in the ENSO aggregate composite (see KD) for the GM. The
ITS based on this season is depicted in Figure 3. Seven out of eight
episodes affirmed the detected dry season and only one appeared to be
extremely dry.

Similarly Ropelewski and Halpert (1989) found that regional precipitation
response to La Nifa events in the Gulf-northern Mexico region was in the
form of dry season, with 16 out of 19 confirmed cases in their 101-year
record. In the GM area, Kiladis and Diaz (1989) found a tendency for dry
conditions during fall of (- year that later turns out to be a weak dry
signal during winter of (0) year. In the fall of (0) year, the SO-related signal
reverses sign, appearing as weak precipitation anomalies. Approaching
winter and spring of (+) year, strong wet anomalies dominate the region.
These findings refer to El Niro; the opposite is true for La Niria events.
Moreover, composite 700-mb height anomalies for six winters (three of

JMMJ SN

Figure 2. Aggregate La Nifia composite based on percentiles of log-normal distribution for the Gulf of Mexico area.
Dashed lines delineate the season of possible La Nifia-related streamflow responses. Months in the box refer to La Nifia or (0) year.

Index (%)

10

| | 4 | | L |

1955 1960 1965 1970 1975 1980 1985

1950

Figure 3. Index time series of streamflow percentiles based on the season chosen in Figure 2 for the Gulf of Mexico area.
Signal years are shown by dark bars. Dotted lines indicate the limit for the wettest and driest values.
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those indicated as La Nifia winters in this study) following dry autumns
in the equatorial Pacific (Douglas and Englehart 1981) suggest decreased
storm activity in the Gulf of Mexico due to a weakened East Coast trough.
This circulation pattern generally bears a warm, dry winter in Florida.

North East (NE)

The wet August(0) to February(+) season is an apparent period for the
signal timing in the aggregate composite of the North East area (Figure 4).
The seasonal ENSO signal with negative anomalies has been previously
found during the August(0) to February(+) season in the NE (see KD). The
relevant ITS for this area (Figure 5) indicates an acceptable level of
consistency, since six of eight cases had above-normal values, one almost
neutral, and one major failure case. Two of four extremely wet seasons
occurred during La Nina events.

Kiladis and Diaz (1989) indicate a significant SO-related signal for dry
conditions for ENSO events (wet conditions for La Nifia events) over the
North East during summer of (0) year, which is the start of wet streamflow
season mentioned above. Their analysis also indicates dry precipitation
anomalies during the mature phase. This is in agreement with our
results.
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Figure 4. Aggregate La Nifa composite based on percentiles of log-normal distribution for the North East area.
Dashed lines delineate the season of possible La Nifia-related streamflow responses. Months in the box refer to El Nifio or (0) year.
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Figure 5. Index time series of streamflow percentiles based on the season chosen in Figure 4 for the North East area.
Signal years are shown by dark bars. Dotted lines indicate the limit for the wettest and driest values.
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North Central (NC)

Figure 6 illustrates typical streamflow anomalies in the evolution period
of La Nina phenomena. The sequence of below-average anomalies
between July(0) and January(+) has been considered as the response of
streamflows in the NC to the tropical cold events. Comparison of this
season with the wet April(0) to January(+) season for ENSO events (see
KD) shows that initiation of this season was delayed by 3 months and
signs of anomalies were reversed. The persistent negative anomalies from
January(-) to January(0) in the ENSO composite (see KD) were almost
the same as this NC dry season associated with La Nina events. Figure 7
shows the relevant ITS with two positive departures from the median (out
of 9 La Nina episodes), confirming the signal by a 0.78 level of consis-
tency. In the study period, three of the four driest seasons occurred
during the La Nina years. From a perspective of the occurrence of extreme
streamflow conditions, this signal is highly significant.

The results of Kiladis and Diaz (1989) for the NC area indicates dry
conditions in the southeastern NC during winter of (+) year and wet
conditions in the southwestern NC during spring of (+) year.
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Figure 6. Aggregate La Nina composite based on percentiles of log-normal distribution for the North Central area.
Dashed lines delineate the season of possible La Nifia-related streamflow responses. Months in the box refer to La Nifia or (0) year.
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Figure 7. Index time series of streamflow percentiles based on the season chosen in Figure 6 for the North Central area.
Signal years are shown by dark bars. Dotted lines indicate the limit for the wettest and driest values.



Streamflow and La Nina Relationships

Pacific Northwest (PNW)

In the aggregate La Nifia composite for the PNW area (Figure 8), the
October(0) to August(+) season has been selected from among several
alternatives as a period when the La Nifia/streamflow relationship is
possibly strong and coherent. In the plot of ITS for this season, all
seasonal averages associated with La Nina events show an above-normal
departure, indicating a highly consistent relationship. All of four ex-
tremely wet streamflow occurrences for this season coincided with a La
Niria event. Two obvious seasons — October(0) to February(+) and April(+)
to August(+) — that could be selected as a response period in Figure 8
revealed reasonable results. The ITS for October-February season (not
shown) indicated a high degree of consistency, except one small negative
departure (1.7 percent), and the occurrence of two extreme cases. The ITS
for the April-August season (not shown) also had eight positive depar-
tures out of nine and three extremely wet seasonal occurrences. Red-
mond and Koch (1991) also found that anomalies of the surface climatic
parameters in the PNW region during La Nina events were equally as
pronounced as those for ENSO years. The map of Kiladis and Diaz (1989)
for the American sector offers some clues for below-normal precipitation
in the PNW during the (+) year.
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Figure 8. Aggregate La Nifia composite based on percentiles of log-normal distribution for the Pacific Northwest area.
Dashed lines delineate the season of possible La Nifia-related streamflow responses. Months in the box refer to La Nifia or (0) year.
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Figure 9. Index time series of streamflow percentiles based on the season chosen in Figure 8 for the Pacific Northwest area.

Signal years are shown by

dark bars. Dotted lines indicate the limit for the wettest and driest values.
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Conclusion

Identification of possible core areas is a major step in seeking predictive
utilities for long-range streamflow forecasting in the United States. The
core areas that may have had streamflow anomalies associated with
ENSO events have been shown to have the same degree of association
with La Nifia events. The season that reveals the sign and magnitude of
the La Nina-related streamflow signal has been detected for each ENSO-
streamflow core area. In general, these seasons have almost the same
timing, length, and magnitude as those for ENSO events, but the signs
of anomalies are reversed.

We have implied the existence of significant mid-latitude streamflow
responses to the colder-than-normal sea surface anomalies in the east-
ern Pacific. Results of this study confirmed the previous climatic studies
on the subject from a hydrologic perspective and offered a basis to check
the outcomes of atmospheric and hydrologic modeling studies. Since the
extremes of the SO have occurred 18 of the 41 years of this study period
(44 percent), the relationships specified here and the earlier studies
provide some insight for a crude long-range seasonal prediction of
streamflow for several regions in the United States.
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A Mechanism for the Link Between
Solar-Irradiance Variations and
Regional Precipitation

Charles A. Perry

Abstract: Although the mechanisms of climatic fluctuations are not completely understood,
changes in global solar irradiance show a link with regional precipitation. A proposed mechanism
for this linkage begins with absorption of varying amounts of solar energy by tropical oceans, which
may aid in development of ocean temperature anomalies. These anomalies are then transported
by major ocean currents to locations where the stored energy is released into the atmosphere,
altering pressure and moisture patterns that can ultimately affect regional precipitation. Correla-
tion coefficients between annual averages of monthly differences in empirically modeled solar-
irradiance variations and annual state-divisional precipitation values in the United States for 1950
to 1988 were computed with lag times of O to 7 years. The highest correlations (R=0.65) occur in
the Pacific Northwest with a lag time of 4 years, which is about equal to the travel time of water
within the Pacific Gyre from the western tropical Pacific Ocean to the Gulf of Alaska. With positive
correlations, droughts coincide with periods of negative irradiance differences (dry, high-pressure
development), and wet periods coincide with periods of positive differences (moist, low-pressure

development).

Variations in the total solar irradiance may play an important role in
short-term climatic variations. Until documentation of the association of
solar-magnetic oscillations to solar-energy output (Kuhn et al 1988),
there have been no well-documented external-forcing hypotheses to
explain climatic cycles that are in the range of 1 to 10 years. Earth-
satellite measurements since 1978 have revealed that total solar irradi-
ance has an average variation of at least 0.1 percent over the 11-year
period of a sunspot cycle (Willson and Hudson 1988). However, monthly
variations of as much as 0.1 percent have occurred. The 10.7-cm solar
flux has been measured here on Earth since 1947, and it too shows a
pattern of irradiance variations that corresponds with sunspot patterns
(Lean and Foukal 1988). Estimates of total solar-irradiance variations
between 1874 and 1988 are available, based on an empirical model using
past solar activity (Foukal and Lean 1990). Solar irradiance may play an
important role in the global climatic system, but the variations in
irradiance are small, on the order of 1 W/m?2 per month, so their effect
must be amplified to cause significant climatic variations.

Proposed Mechanism

One possible medium for amplification of the solar-irradiance variations
may be through the transfer of energy from the oceans to the atmosphere.
Variations in the temperature of the ocean surface, specifically sea-
surface temperatures (SST), have been linked to atmospheric-pressure
anomalies (Wallace et al 1990). There is evidence that an anomalously
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cool SST in the eastern Pacific was responsible for the severe 1988 North
American drought (Palmer and Brankovic 1989). Ocean currents serve as
the major conveyers of energy from the tropics toward the poles. The
mechanism proposed for the coupling of solar irradiance with regional
climate through the ocean consists of three components:

o Absorption of solar energy by the transparent tropical oceans in a deep
surface layer.

o Transport of that energy from the tropics to the temperate regions by
major ocean currents.

 Transfer of that energy into the atmosphere by evaporation processes,
which supplies moisture and energy to low pressure systems.that cause
precipitation.

A difference of only 1 W/m? reaching the Earth’s surface and penetrating
the ocean can be translated into a measurable change in ocean tempera-
ture. About 75 percent of the power reaching the Earth’s surface is
absorbed in the top 10 meters of clear ocean water (Beer 1983). However,
blue light can penetrate to nearly 100 meters. If a 1 W/m? irradiance
difference persists over a time span of 1 year, and if it is assumed that 75
percent of that difference in energy is absorbed by the top 10 meters of
the ocean (the remainder absorbed below 10 meters), then that 10-meter
column of ocean water could have a temperature variation of more than
0.5°C. Lewis and others (1990) show that solar radiation penetrates to a
significant depth (instead of being absorbed at the surface) in the clear
waters of the western tropical Pacific Ocean. This explains the discrep-
ancy between observed SST in the western Pacific and those predicted by
current ocean/atmosphere models. By occurring over an area of several
thousand square kilometers, this variation in the total energy of a very
large volume of water could have an effect on the atmosphere above it for
a considerable time.

The Pacific Gyre and its minor circulations are the conveyers of absorbed
solar energy from the central and western tropical Pacific to locations
north and east. If incoming solar energy varied on time scales of months
to years, different parts of the gyre would receive varying amounts of
energy as water moved through the tropics in its journey around the gyre.
During a period of decreased solar irradiance, a part or pool of the tropical
ocean would receive less energy and become anomalously cool, whereas
increased irradiance would result in an anomalously warm pool. These
pools of warmer or cooler water are drawn around the Pacific Gyre like
riders on a carousel. A lag time of several years could elapse between the
time that energy is absorbed into the tropical ocean and the time the
energy is finally released to the atmosphere. By then the pool of ocean
water may have traveled thousands of miles. Other factors affect SST,
such as cloud cover, atmospheric turbidity, latitude, wind speed, and
ambient air temperature, but irradiance variations may play an impor-
tant role in ocean temperatures below the surface.



Link Between Solar-Irradiance and Precipitation

Evaporation from the surface of the ocean is the mechanism that may
have the greatest amplification of the effect of solar-irradiance variations
on climate. The vapor pressure of water increases by about 6 to 7 percent
for each 1°C of increase in temperature between 5 and 25°C. For example,
a +2°C anomaly in SST has nearly 28 percent more water vapor above it
than does a -2°C anomaly. This increase in water vapor could signifi-
cantly affect precipitation by increasing atmospheric moisture fields from
which further amplification of irradiance variations could occur through
the dynamic atmospheric processes of storm and precipitation formation.

Solar Irradiance and Precipitation Correlations

Annual averages (January to December) of monthly solar irradiance
differences were computed from the modeled irradiance values of Foukal
and Lean (1990). Correlation coefficients between these annual totals
and annual state-divisional precipitation values for the 344 regions in the
United States for 1950 through 1988 (NOAA 1989) were computed with
lag times of O to 7 years. The different lag times were used to examine the
time of transport of stored solar energy in the ocean water from the
tropical Pacific to the atmosphere over locations in North America.

Correlation coefficients (R) for the 8 lag times and the 344 regions ranged
between -0.51 and +0.65. To be significant at the 1 percent level, R must
be less than -0.37 or greater than 0.37. The highest correlation coefficient
(R=0.65) was obtained in the Pacific Northwest when the annual irradi-
ance averages were lagged 4 years. At this time lag, droughts coincided
with periods of lower irradiance averages (decreased energy availability),
and greater than average precipitation coincided with periods of higher
irradiance averages (increased energy availability). Examples of the cor-
relation between annual irradiance averages lagged 4 years and precipi-
tation averages for two regions are shown in Figure 1. A region of
abundant precipitation (the 39-year average is about 200 cm) is shown
in Figure la, using data from Oregon’s coastal region 1. A region of
meager precipitation (the 39-year average is about 44 cm) is shown in
Figure 1b, using data from southeastern Washington region 10, the
Palouse Blue Mountain area.

Correlation coefficients of R>0.60 were obtained in five other regions in
Oregon, eastern Washington, and western Idaho. Coefficients of R>0.50
were obtained for surrounding regions, including a large region in north-
ern California (Figure 2). Positive correlation coefficients of R>0.50 also
were obtained for the southeastern part of the United States and along
the eastern seaboard for the 4-year lag time. This could be a reflection of
a long-wave, trough-ridge-trough pattern as forced by Pacific Ocean
temperatures. Weak negative correlation coefficients occur in Texas, New
Mexico, eastern Montana, northeastern Wyoming, and western North
and South Dakota, midway between the areas of positive correlations,
supporting the trough-ridge-trough condition.
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a. IRRADIANCE LAGGED 4 YEARS VS. PRECIPITATION
IN COASTAL OREGON, REGION 1
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Figure 1. Comparison of annual total of monthly solar-iradiance differences lagged 4 years and annual precipitation for (a) Coastal Oregon,

Region 1 and (b) Southeast Washington, Region 10 (R=Correlation Coefficient).
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Figure 2. Correlation coefficients between annual regional precipitation and annual averages of monthly iradiance differences for a
4-year lag time, 1950-1988 (1% significance, R >0.37).




Link Between Solar-Irradiance and Precipitation

The strongest positive correlations were obtained with the 4-year lag time,
but significant correlations exist at other lag times, suggesting the
influence of other oceanic areas. For example, significant positive corre-
lation coefficients exist for regions in the Desert Southwest for a lag times
of 3 years. The 3-year lag positive correlation could be caused by
temperature anomalies in water arriving off Baja California after traveling
from the western and central tropical Pacific Ocean along the Equatorial
Counter Current. Significant positive correlation coefficients are obtained
from Texas to Nebraska with a 2-year lag, indicating the possibility of
ocean temperature anomalies in the Caribbean Sea and the Gulf of
Mexico affecting precipitation in the plains states.

Summary and Conclusions

Annual precipitation data for the 344 state-divisional regions in the
United States were correlated with solar-irradiance data lagged O
through 7 years. Annual averages of monthly differences of empirically
modeled solar-irradiance values show significant correlations with
annual regional precipitation at certain lag times. Periods of increased
annual irradiance averages correspond to periods of increased precipita-
tion, whereas periods of decreased averages correspond to decreased
precipitation in the Pacific Northwest, when irradiance is lagged 4 years.
Travel time for water moving from the warm, western tropical Pacific
Ocean to the Gulf of Alaska within the Pacific Gyre also is about 4 years,
further evidence for an oceanic transfer mechanism.

These significant correlations may be due to a solar-climate mechanism
that involves a combination of the processes of absorption, transport, and
transfer of varying amounts of energy from the Sun to the oceans and
back to the atmosphere. Large quantities of energy in the visible spec-
trum can be injected into ocean below the mixing layer. This energy then
is.transported by major ocean currents to locations where the energy flux
becomes upward into the atmosphere. The effects of solar-irradiance -
variations may be amplified by the 7 percent increase in the vapor
pressure of water for every 1°C increase in ocean temperature. The energy
is transferred to the atmosphere and becomes available for formation of
storms that produce precipitation.

The persistent drought in the western states from 1985 to 1991 may be
related to a period of decreasing solar irradiance between 1981 and 1987.
The correlation between solar-irradiance values and West Coast precipi-
tation in the last 38 years indicates the possibility of greater than average
precipitation occurring 4 years after the strong increases in solar irradi-
ance observed during 1988.
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A Preliminary Description of Climatology

in the Western United States

John O. Roads, Shyh-Chin Chen, Kyozo Ueyoshi,
James Bossert, and Judith Winterkamp

ABSTRACT: We describe the climatology of the western United States as seen from two 1-month
perspectives, January and July 1988, of the National Meteorological Center large-scale global
analysis, the Colorado State University Regional Atmospheric Modeling System (RAMS), and
various station observation sets. An advantage of the NMC analysis and the RAMS is that they
provide a continuous field interpolation of the meteorological variables. It is more difficult to
describe spatial meteorological fields from the available sparse station networks. We assess
accuracy of the NMC analysis and RAMS by finding differences between the analysis, the model,
and station values at the stations. From these comparisons, we find that RAMS has much more
well-developed mesoscale circulation, especially in the surface wind field. However, RAMS clima-
tological and transient fields do not appear to be substantially closer than the large-scale analysis
to the station observations. The RAMS model does provide many other meteorological variables,
such as precipitation, which are not readily available from the archives of the global analysis. Thus,
RAMS could, at the least, be a tool to augment the NMC large-scale analyses.

In a previous paper, Roads et al (1991) discussed the forecast accuracy
of the National Meteorological Center’'s medium-range forecasts of near-
surface meteorological elements such as temperature, relative humidity,
and wind speed in terms of the NMC global analysis. Although these
global analyses are most applicable for global perspectives, we are
interested in more regional scales. Here, we expect the large-scale analy-
ses to only grossly simulate various regional effects, especially in regions
that are strongly influenced by topography. This brings up the question
as to just how useful or accurate the large-scale analysis is at regional
scales.

At regional scales, a mesoscale model, which is overlying mesoscale
topography and which is forced at the boundary and initialized with a
large-scale analysis, could provide an even better representation of the
regional climate. Feasibility of the regional modeling approach has re-
cently been demonstrated for the western United States by Giorgi and
Bates (1989) using the Penn State/NCAR mesoscale model. A number of
papers also discuss how we might develop a regional assimilation with a
limited-area model and other observations, such as various station
observations (see, eg, Stauffer and Seaman 1990; Stauffer et al 1991).
Development of this kind of capability will become even more important
as we begin to assimilate some of the observations associated with the
modernized weather service systems.

In a similar manner, a regional model initialized and forced at the
horizontal boundaries by general circulation model (GCM) variables (see,
eg, Dickinson et al 1989; Giorgi 1990) might provide more detailed spatial

In: _K.T. Redmond and V.L. Tharp, Editors. 1993. Proceedings of the Ninth Annual Pacific Climate (PACLIM) Workshop,
April 21-24, 1992. California Department of Water Resources, Interagency Ecological Studies Program, Technical Report 34.
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representation of climatic change than is available from statistical inter-
polations (eg, Wigley et al 1990) or simple linear interpolations of the
large-scale GCM output to the regional scale. We must be worried,
though, that a regional climatology that is statistically or dynamically
interpolated from an inaccurate large-scale climatology may not be any
closer to the truth than a regional climatology that is linearly interpolated
from the inaccurate large-scale climatology. That is, even though detailed
regional climatology may be different from the large-scale coarse clima-
tology, we do not know if this difference makes it any better.

Therefore, to assess the accuracy of the NMC analysis and to test the
regional model interpolation hypotheses, we examine here a regional
climatology from the perspective of the large-scale NMC analysis and
from the perspective of the large-scale NMC analyses that is filtered
through the regional modeling system of the CSU RAMS mesoscale model
in comparison to individual station observations. In particular, we exam-
ine how well the model can simulate temperature, relative humidity,
wind, and precipitation at individual stations. We examine the clima-
tological spatial variations as well as the day-to-day transient variations.

Model

We use the NMC global analysis on a 2.5-degree global grid (available
from the National Center for Atmospheric Research) and on constant
pressure surfaces at 1000, 850, 700, 500, 400, 300, 250, 200, 150, 100,
70 mbs. Variables in this analysis are virtual temperature, relative
humidity, wind speed and direction, geopotential, and surface pressure
(see Roads et al 1992). Over the region of interest, there are only 117
analysis grid points (denoted by X in Figure 1a). This large-scale analysis
is horizontally interpolated to the higher resolution model grid using
bilinear interpolation. The values on the horizontal pressure grid are then
interpolated in the vertical to the staggered vertical grid of the RAMS
model (described below), as well as to the surface, as well as to constant
height levels (every 500 meters) above sea-level.
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As described by Bossert et al (1992 a, b, c), the CSU-RAMS mesoscale
model is a highly flexible modeling system capable of simulating a wide
variety of mesoscale phenomena, including regional climatology. Recent
model developments are described in Tremback et al (1986); Cotton et al
(1988); Tremback (1990); and Tripoli (1992). The model framework for
the present study incorporates a 3-dimensional, terrain-following, hydro-
static version of the code. The domain’s topography, shown in Figure 1,
is derived from a 5-minute northwestern hemispheric topographic data-
set. A silhouette averaging scheme is used to preserve realistic topogra-
phy heights. These height data are then interpolated to the model grid
described below.
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Figure 1. Topography, grid point, and station locations. Topography shown with 500-meter interval. Only areas with elevations higher than 1500 meters are shaded.

a)  Analysis grid points are shown by X. Model gF;id points are shown by dots.

b)  Rawinsonde station locations are shown by
c)  First order summary of day station locations are shown by S.

(d)  Cooperative station locations are shown by o.

The topography is smoothed to only contain wavelengths greater than or
equal to 4 grid points. In the vertical, we use 21 staggered levels, with
a resolution of 300 meters near the surface and 1000 meters at the top
of the model (Figure 2). The model's geographical domain (Figure 1)
covers the region from 127.5W to 97.5W and 27.5N to 52.5N. The model
has 0.5 degrees horizontal resolution at the tangent point of the polar
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stereographic grid at 40.0N and 112.5W (at this midpoint the grid points
are 55.5 kilometers apart in the north-south direction and 40 kilometers
apart in the east-west direction). There are 61 by 51 horizontal model grid
points (denoted by dots in the upper-left panel of Figure 1). Horizontal
boundary conditions around the domain are updated each time-step by
linearly interpolating between each successive 12-hour large-scale analy-
sis. These boundary conditions were nudged in with weights changing
from 0.5 at the outermost boundary to 0 within 5 grid points.

16000 frrrrrrrrrrrrrrer T

I 120

14000 T

i 118
oo 4
T
iocor  _— T 1
= e 1
<so0p o T
™ '4/_/‘/—/\12

6000 ;/J\11
/\10
4000 fj/\/\

2000

10 20 30 40 50 60

Figure 2. Staggered vertical grid of the RAMS model averaged over the j grid points. That is, we show here an average W-E
cross section. The first model level is below the surface; the sacond model level is 145 meters above the surface over
the ocean (slightly less over the mountain peaks).
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Station Observations

All station observations were obtained from the National Climatic Data
Center. For verification above the surface, we use the rawinsonde sta-
tions. The United States maintains more than 169 stations at scattered
global locations (mainly the contiguous 48 states), but less than 35 apply
to the chosen western region (station locations are denoted by R in
Figure 1b). Data from these rawinsonde stations are initially interpolated
to 25 standard pressure levels and then vertically interpolated to the
model’s vertically staggered grid points as well as to a uniform vertical
grid above sea level.

The principal surface stations are first order stations at which tempera-
ture, relative humidity, resultant wind speed and wind direction, precipi-
tation, and other meteorological observations are taken. The United
States maintains about 470 such stations, about 147 of which cover the
chosen domain (station locations are denoted by S in Figure 1c). Most of
these summary of day stations also have hourly information from auto-
matic recording instruments at these certified sites.

There are also cooperative stations at which maximum and minimum
temperature and daily precipitation are measured. Some of these stations
have been included in NCDC historical climatological network. Over the
region of interest there are about 350 such HCN stations (locations
denoted by small “o” in Figure 1d). For this study, we use only the HCN
stations.

Regional Modeling Methodology

A number of methodologies could be used to simulate the regional
climatology. The simple one that we apply here is to use the NMC
large-scale global analysis as the initial condition and external boundary
condition and then allow the interior of the regional model to equilibrate,
on short time scales, to the mesoscale circulation forced by the mesoscale
topography. We decided on this simplified regional modeling methodology
for several reasons.

o It is easy to initialize stable regional circulation with only the NMC
analysis.

o We want to compare the resulting model simulations to the station
observations, some of which are truly independent of the initializing
analysis. Once a regional data assimilation is more fully developed, we
will have a better idea how important it is to also initialize with station
data (and perhaps other mesoscale data becoming available with mod-
ernization of the weather service).

o We want to test the hypothesis that a fine-mesh regional model forced
and initialized by a coarse-mesh, large-scale model can better represent
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the regional climatology than can a large-scale model or analysis,
especially over the mountainous western United States.

For this preliminary assessment, we integrate for only 12 hours from
each initial condition. There are several indications (not shown here) that
12 hours is sufficient time for the mesoscale circulation to equilibrate.
Also, we discuss here only the daily averages. Although there are some
interesting diurnal variations, they are not analyzed here. Station com-
parisons are made only at the station grid point locations. For simplicity,
we only compare daily averages and do not attempt to diagnose the
diurnal variation. We average the maximum and minimum or the 0 and
1200 UTC values for this daily value. In a similar manner, we average the
maximum and minimum from the cooperative station values to provide
an average daily value.

108

Climatological temperature fields are shown in Figure 3. During winter,
there is a large-scale gradient between the ocean and the adjacent land
surface. During summer this gradient reverses and much higher tem-
peratures occur over the land, especially just to the north of the Gulf of
California region. Most of the spatial variations can be explained by
elevation differences or by inland distance from the Pacific Ocean.

Only small differences are present between the regional model (lower
panels, Figure 3) and the NMC analyses (upper panels). In particular, we
see the model surface temperature feature of the California Central Valley
and Sierras that does not show up in the large-scale analysis, especially
during winter. At upper levels (not shown), there is hardly any difference
between the NMC analysis and RAMS except the regional model appears
to be noisier; most of the noticeable differences occur at the surface.

Relative humidity (Figure 4) shows the characteristic dry structure of the
land surface, especially during summer when relative humidity is less
than 20 percent over Nevada. There is not much difference between the
NMC analyses (upper panels) and regional model (lower panels) except
during winter, when relative humidity seems a bit higher just about
everywhere. At higher elevations, the regional model maintains this
relative moistness during winter but is a bit drier during winter, espe-
cially over the ocean. At 6 kilometers (not shown), relative humidity is
slightly drier over the ocean than over land, which is the opposite of what
occurs at the surface.

Wind climatology is shown in Figure 5. During winter, the NMC (upper
left panel) oceanic westerlies tend to split near the coast. Climatological
particle tracks north of 40 degrees latitude would move northward over
the Coast Ranges and Rocky Mountains and particle tracks to the south
would move southward over the mountains. On the leeward side of the
mountains, the westerlies once again coalesce into the windiest regions
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Figure 3. Surface temperature for January and July 1988.
Upper panels show temperature from the large-scale NMC analysis.
Lower panels show temperature from RAMS.
of the domain. The RAMS appears to have more intense winds in the
Wyoming wind corridor. Also, the California Santa Ana winds are more
predominant in the RAMS climatology than in the original NMC analysis.

At upper levels, the predominant westerlies are similar in the analysis
and the RAMS: the RAMS winds are bit noisier, but this may be due to
model defects.

During summer (upper right panel, Figure 5) the highest wind speeds
oceur offshore, west of San Francisco. Northerly winds consistent with
summertime strengthening of the Pacific subtropical high occur over the
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Figure 4. Relative humidity for January and July 1968,
Upper panels show relative humidity from the large-scale NMC analysis.
Lower panels show relative humidity from RAMS.
entire coastal area. The RAMS model winds (lower right panel) in this
region are noticeably different in that the coastal central California
northerly jet becomes much narrower and confined to the coastal regions.
Similar features are also present in a high resolution study with another
model of the Southern California summertime Catalina Eddy (Ueyoshi
and Roads 1992). Some strong winds in the lee of the northern Rocky
Mountains are comparable in the NMC analysis and RAMS, but the

strongest winds appear to originate in the southeastern portion of the
model domain. At the upper levels, the weakened upper level westerlies

are again comparable in the NMC analysis and RAMS.
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Figure 5. Surface wind speed for January and July 1988,
Upper panels show wind speed from the large-scale NMC analysis.
Lower panels show wind speed from RAMS.
Arrows show wind direction.

Precipitation is not one of the analyzed variables and for now all we can
show (Figure 6) is an interpolation of the sparse station observations
(HCN and first order stations). Clearly an advantage to having a regional
model forced by the large-scale analysis is that the regional model can
take the standard meteorological variables available in the standard
archives and generate additional relevant variables as needed. Still, the
crudely interpolated station dataset does show some correspondence
with the RAMS precipitation. During winter the northwestern United
States has most of the precipitation, whereas the southwestern and
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Figure 6. Surface precipitation for January and July 1988.
Upper panels show precipitation from the large-scale NMC analysis.
Lower panels show precipitation from RAMS.
NOTE:  Observed precipitation shown in the upper panels is linearly interpolated (iteratively) from about 400 first order and cooperative stations to 3111 grid points.

central United States have most of the summer precipitation (within the
boundaries of the model domain). Another feature brought out by the
regional model is that during winter most precipitation over the western
states falls in the form of snow; rain is dominant only along the extreme
West Coast. An irritating feature is the RMS precipitation on the United
States/Mexico border during July 1988; the lack of correspondence
could be due to lack of Mexican observations in the NCDC datasets or to
model defects, we tend to suspect the latter.
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Verification

The large-scale analysis and RAMS appear to be similar, although RAMS
has more small-scale features. How realistic are these climatologies and
is the regional simulation better? To answer those questions, we now
compare the NMC analysis and the regional model simulation with the
rawinsonde observations. We examine six characteristics of the clima-
tological field for 3 meteorological variables: temperature (I), relative
humidity (R), and wind (U).

The first characteristic is the domain and time averaged values:

N
X=%Zf(z)

n=1

where A is an arbitrary variable; Nis the number of rawinsonde locations
(~35); and A(z) is the ensemble, time, or climatological value at each
rawinsonde location, n, and elevation, z:

M
A" (2)= A—ll > Al
=1

Here M is the number of events in the ensemble (30 days). The elevation
in this case refers to the model vertical grid. The next characteristic is the
spatial standard deviation, which measures the level of variability over
the domain. This measure is:

1 o =
S=['—_1‘Z(An— A)2)%
n=1

The transient standard deviation measures the day-to-day variability
taken out by the climatological averages, and is given by:

1 1 32

’ n n

s—_(—Nl—le E(AJ—A))%
=1 n=

Corresponding error measures are the systematic error:

d=A -R
where R denotes the observed rawinsonde value.

Another error measure is the average RMS difference between the rawin-
sonde climatology and model climatology:
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Finally, the transient RMS differences are given by:

1 1 n n.2
b b !:,
=1 n=1
A’ —Al _A

It should be noted here that in the limit of no skill:
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Figure 7 shows the comparison of the NMC analysis and RAMS 12-hour
simulations to observations from rawinsondes for the wintertime tem-
perature field. From near-freezing values near the surface, temperature
decreases to minus 55°C at the isothermal tropopause. The spatial
standard deviation is largest near the surface and decreases to a mini-
mum at 12 kilometers. The transient standard deviation has a minimum
at 10 kilometers and a slight maximum at the tropopause. The systematic
differences between the analysis, model, and rawinsondes are not large,
with the model being about 3.5°C too cold near the surface and about
2°C too warm near the top of the model. The model has the largest bias.
RMS spatial differences throughout the troposphere between the analysis
or RAMS and rawinsondes are smaller than the spatial standard devia-
tion of about 6°C, which indicates the spatial variability is quite realistic.
The RMS error is slightly less in RAMS near the surface than in the NMC
analysis. However, transient variations are better portrayed by the NMC
analysis.

Figure 8 shows results for the relative humidity field. Here the RAMS
relative humidity is biased high, which is related to the cold bias (Figure
7). In addition RAMS tends to have a bit larger spatial and transient error
variance than the NMC analysis does everywhere (Figures 7-9). However,
the NMC analyses and the RAMS RMS errors are quite close to the
transient variations, which indicate much less skill at describing this
field. Relative humidity is obviously an intrinsically more difficult field to
describe.

The zonal wind field (Figure 9) and the meridional wind field show similar
results. RAMS is close to the NMC analysis but still slightly worse. This
non-improvement in the wind features was somewhat discouraging,
since the climatological wind fields (Figure 5) appear, at first glance, to
have more reasonable regional features.
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Figure 7. Vertical temperature variations as seen by an average at all rawinsonde locations of the rawinsondes (thick solid line), the NMC analysis (thin solid
line) and the RAMS simulation (thin dashed lines).

Upper left = total field.

Upper center = spatial standard deviation (s).

Upper right = transient standard deviation (s).

Lower left = average diflerence (d) between the domain averages and the rawinsonde averages.

Lower certer = RMS difference (between analysis and rawinsonde or RAMS and rawinsonde) of the spatial values.
Lower right = Transient RMS difference (e).

Tables 1 and 2 show the d, e, and € measures at the surface, where we
have many additional station measurements. In particular, we inter-
compare the values from the first order stations (S), the cooperative
stations (o), the RAMS (M), the interpolated surface rawinsonde values
(R), the NMC analysis (X), and the rawinsonde surface observations (r).
We inter-compare the station values with each other if the stations are
within 50 kilometers of each other; no attempt is made to interpolate
station locations to finer scales.
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Figure 8. Relative humidity variations as seen by an average at all rawinsonde locations of the rawinsondes (thick solid fine), the NMC analysis (thin solid
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line) and the RAMS simulation (thin dashed lines).

Upper left = total field.

Upper center = spatial standard deviation (s).

Upper right = transient standard deviation (s).

Lower left = average difference (d) between the domain averages and the rawinsonde averages.

Lower center = RMS difference (between analysis and rawinsonde or RAMS and rawinsonde) of the spatial values.
Lower right = Transient RMS difference (e).

The individual rows and columns of the Tables 1 and 2 refer to values at
the first order stations (S), the cooperative stations (o), the model grid
points (M), the hourly station values (h), the interpolated rawinsonde
surface values (R), the analysis grid points (X), and the measured rawin-
sonde surface values (r). Values in each row refer to the error when
measured with respect to values at the stations that name the column.
For example consider the first set of differences in Table 1, given by the
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Figure 9. Wind field variations as seen by an average at all rawinsonde locations of the rawinsondes (thick solid line), the NMC analysis (thin solid line) and
the RAMS simulation (thin dashed lines).

Upper left = total field.

Upper center = spatial standard deviation (s).

Upper right = transient standard deviation (s).

Lower left = average difference (d) between the domain averages and the rawinsonde averages.

Lower center = RMS difference (between analysis and rawinsonde or RAMS and rawinsonde) of the spatial values.

Lower right = Transient RMS ditference (o).

left panel under the heading “T 0188”, which denotes temperature during
January 1988. The first column shows the differences with respect to the
first order stations. At the first order station locations, the cooperative
stations are 0.2 degrees too high, the model is 2.4 degrees too low, the
hourly station values are 0.5 degrees too high, the interpolated rawin-
sonde set is 0.8 degrees too high, the NMC analysis is 2.5 degrees too low,
and the measured surface rawinsonde temperature is 0.3 degrees too

high.
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Table 1
SURFACE SYSTEMATIC ERRORS, SURFACE SPATIAL RMS ERRORS, AND SURFACE TRANSIENT ERRORS FOR JANUARY 1988

Meaning of the rows and columns labeled S, o, M, h, R, X, and r is discussed in text.

T 0188 — Temperature (Units = 0.1 degree K)

SURFACE SYSTEMATIC ERRORS SURFACE SPATIAL RMS ERRORS SURFACE TRANSIENT ERRORS
S o M h R X r S o M h R X r S o M h R X r
) 0 2 24 0 -8 25 -3 S 0 10 28 6 16 30 6 S 0 19 33 12 29 32 13
[ 2 0 16 0 -13 15 <4 o 10 0 30 10 12 31 5 o 19 0 39 21 42 40 23
M 24 16 0 23 34 -3 -29 M 28 30 0 28 15 23 26 M 3 3 0 3 3 21 35
h 0 0 23 0 -11 24 4 h 6 10 28 0 18 32 6 h 12 21 3 0 33 34 8
R 8 13 34 11 0 31 5 R 16 12 15 18 0 22 14 R 29 42 30 33 0 23 29
X 25 15 3 -24 31 0 -25 X 30 31 23 32 2 0 27 X 32 40 21 34 23 0 33
r 3 4 29 4 5 25 0 r 6 5 26 6 14 27 0 r 13 23 35 8 29 33 0

RH 0188 — Relative Humidity (Units = Percent)

SURFACE SYSTEMATIC ERRORS SURFACE SPATIAL RMS ERRORS SURFACE TRANSIENT ERRORS
S o M h R X r S o M h R X r S o M h R X r
S 0 0 0 -1 11 9 o0 S 0 0 8 1 5 6 4 S 0 0 15 4 12 11 4
0 0 0 0 0 0 0 O 0 0 0 0 0 0 o0 O 0 0 0 0 0 0 0 0
M 0 0 0 0 11 10 1 M 8 0 0 7 6 7 7 M 15 0 0 15 13 10 15
h i 0 0 0 13 10 1 h 1 0 7 0 5 6 4 h 4 0 15 0 13 11 4
R 11 0 -11 13 0 2 -10 R 5 0 6 5 0 6 7 R 12 0 13 13 0 11 12
X 9 0-10 10 2 0 -8 X 6 0 7 6 6 0 6 X 11 0 10 11 11 0 11
r 0o 0 1 -1 10 8 0 r 4 0 7 4 7 6 0 r 4 0 15 4 12 11 0

U 0188 — Zonal Wind (Units = 0.1 meter/second)

SURFACE SYSTEMATIC ERRORS SURFACE SPATIAL RMS ERRORS SURFACE TRANSIENT ERRORS
S o M h R X r S o M h R X r S o M h R X r
S 0 0-19 245 26 0 S 0 0 30 4 13 21 4 S 0 0 4 13 33 31 13
0 0 0 0 0 0 0 O 0 0 0 0 0 0 o0 O [ 0 0 0 0 0 0 o
M 19 0 0 2 5 -5 21 M 3 0 0 29 20 18 24 M 4 0 0 43 39 27 43
h -2 02 0 -16 28 0 h 4 0 29 0 15 21 3 h 13 0 43 0 35 32 13
R 15 0 5 16 0 -13 15 R 13 0 20 15 0 14 13 R 3 0 3 3 0 29 3
X 26 0 5 28 13 0 28 X 21 0 18 21 14 0 19 X 31 0 27 32 29 0 31
r 0 021 0 -5 28 0 r 4 0 24 3 13 19 0 r 13 0 43 13 32 31 0

V 0188 — Meridional Wind (Units = 0.1 meter/second)

SURFACE SYSTEMATIC ERRORS SURFACE SPATIAL RMS ERRORS SURFACE TRANSIENT ERRORS
S o M h R X r S o M h R X r S o M h R X r
S 0 0 -6 1 -2 0 0 S 0 0 25 3 17 2 ¢4 S 0 0 42 13 32 34 15
0 0 0 0 0 0 o0 o o 0 0 0 0 0 0 O 0 0 0 0 0 0 0 O
M 6 0 0 8 4 5 &6 M 25 0 0 27 13 14 24 M 42 0 0 42 32 2 41
h 1 0 -8 0 -3 -3 - h 3 0 27 0 17 24 2 h 13 0 42 0 33 34 13
R 2 0 4 3 0 1 1 R 17 0 13 17 0 11 17 R 32 0 32 33 0 25 31
X 0 0 5 3 1 0 0 X 2 0 14 24 11 0 2 X 3 0 2 34 25 0 31
r 0 0 6 1 1 0 0 r 4 0 24 2 17 20 0 r 15 0 41 13 31 31 0

P 0188 — Precipitation (Units = 0.1 millimeter/day)

SURFACE SYSTEMATIC ERRORS SURFACE SPATIAL RMS ERRORS SURFACE TRANSIENT ERRORS
S o M h R X r S o M h R X r S o M h R X r
S 0 3 0 0 0 0 O S 010 16 0 0 0 0 S 0 3 4 0 0 0 0
0 3 0 1 0 0 0 O o 10 0 13 0 0 0 O o 33 0 40 0 0 0 O
M 0 -1 0 0 0 0 O M 16 13 0 0 0 0 0 M 4 40 0 0 0 0 O
h 0 0 0 0 0 0 O h 0 0 0 0 0 0 0 h 0 0 0 0 0 0 O
R 0 0 0 0 0 0 O R 0 0 0 0 0 0 O R 0 0 0 0 0 0 o
X 0 0 0 0 0 0 O X 0 0 0 0 0 0 o0 X 0 0 0 0 0 0 O
r 0o 0 0 0 0 O0 O r 0 0 0 0 0 0 O r 0 0 0 0 0 0 O
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Table 2
SURFACE SYSTEMATIC ERRORS, SURFACE SPATIAL RMS ERRORS, AND SURFACE TRANSIENT ERRORS FOR JULY 1988

Meaning of the rows and columns labeled S, 0, M, h, R, X, and r is discussed in text.

T 0788 — Temperature (Units = 0.1 degree K)

SURFACE SYSTEMATIC ERRORS SURFACE SPATIAL RMS ERRORS SURFACE TRANSIENT ERRORS
S o M h R X r S o M h R X r S o M h R X r
s 0 1 1 4 16 -7 1 S 0 17 3 6 23 46 5 S 0 12 2 10 16 25 10
o 1 0 -5 4 19 -16 -3 o 17 0 31 14 26 4 9 o 12 0 24 16 20 28 15
M 4 5 0 1 13 -10 -1 M 3 3 0 34 20 2 37 M 2 24 0 23 18 17 21
h 4 4 -1 0 12 -10 -2 h 6 14 34 0 25 46 2 h 10 16 23 0 16 26 8
R -16 -19 -13 -12 0 -24 -14 R 23 26 20 25 0 36 23 R 16 20 18 16 0 18 15
X 7 16 10 10 24 0 10 X 46 44 22 46 36 0 53 X 25 28 17 26 18 0 23
r 1 3 1 2 14 -10 0 r 5 9 37 2 23 53 0 r 10 15 21 8 15 23 0

RH 0788 — Relative Humidity (Units = Percent)

SURFACE SYSTEMATIC ERRORS SURFACE SPATIAL RMS ERRORS SURFACE TRANSIENT ERRORS
S o M h R X r S o M h R X r S o M h R X r
S 0 0 12 0 6 10 1 s 0 o0 8 1 5 7 2 S 0 0 10 4 7 8 4
o 0 0 0 0 O 0 O o 0 0 0 O O 0 O o 0 O O O O 0 O
M -12 0 O0-12 4 -1 -9 M 8 0 0 8 7 4 8 M 10 0 0 10 9 6 10
h 0 0 12 o0 6 11 1 h 1 0 8 0 6 7 2 h 4 010 0 7 8 3
R 6 0 4 6 0 3 -4 R 5 0 7 6 0 3 7 R 7 0 9 7 0 7 7
X 10 0 1t -11 3 0 <7 X 7 0 4 7 3 0 9 X 8 0 6 8 7 0 7
r -1 0 9 1 4 7 0 r 2 0 8 2 7 9 0 r 4 0 10 3 7 7 0

U 0788 — Zonal Wind (Units = 0.1 meter/second)

SURFACE SYSTEMATIC ERRORS SURFACE SPATIAL RMS ERRORS SURFACE TRANSIENT ERRORS

S o M h R X r S o M h R X r S o M h R X r
S o 0 0 0 3 -7 O S 0 0 15 5 10 11 8 S 0 0 27 14 20 20 15
0 o 0 0 0 0 o0 O 0 0o 0 0 0 O O O 0 o 0 0 0 O o0 O
M 0 0 O o0 -1 -8 2 M 15 0 0 13 20 15 18 M 27 0 0 29 26 19 26
h o 0o 0o 0 -3 -8 1 h 5 0 18 0 10 11 7 h 14 0 29 0 20 21 14
R 3 0 1t 3 0 5 4 R 10 0 2 10 o0 11 7 R 20 0 2 20 0 19 18
X 7 0 8 8 5 0 9 X 11 0 15 11 11 0 12 X 20 0 19 21 19 0 19
r 0o 0 2 1 4 9 0 r 8 0 18 7 7 12 0 r 15 0 26 14 18 19 0

V 0788 — Meridional Wind (Units = 0.1 meter/second)
SURFACE SYSTEMATIC ERRORS SURFACE SPATIAL RMS ERRORS SURFACE TRANSIENT ERRORS

S o M h R X r S o M h R X r S o M h R X r
s 0 0 6 2 2 0 0 S 0 0 18 6 13 17 9 S 0 0 28 16 28 22 18
o 0 0 0 O O0 0 O o 0 0 O O 0 O O o 0 0 O O O o0 O
M 6 0 0 2 5 -7 - M 18 0 0 16 16 14 16 M 28 0 0 29 31 19 28
h 2 0 2 0 5 3 4 h 6 0 16 0 12 17 7 h 16 0 29 0 28 28 14
R 2 0 5 5 0 0 3 R 13 0 16 12 0 15 11 R 28 0 31 28 0 25 25
X 0 0 7 3 0 0 3 X 17 0 14 17 15 0 18 X 2 0 19 23 25 0 21
r o 0t 1 3 3 0 r 9 0 16 7 11 18 0 r 18 0 28 14 25 21 0

P 0788 — Precipitation (Units = 0.1 millimeter/day)
SURFACE SYSTEMATIC ERRORS SURFACE SPATIAL RMS ERRORS SURFACE TRANSIENT ERRORS

S o M h R X r S o M h R X r S o M h R X r
s 0 0 2 0 0 0 O S 0 32 0 0 0 O S 02973 0 0 0 O
o 0 0 4 0 0 0 O o 3 01 0 0 0 O o 2 0 68 0 0 0 O
M 2 4 0 0 0 0 0 M 2 15 0 0 0 0 0 M 73 68 0 0 0 0 0
h 0 0 0 0 O 0 O h 0 0 0 O0 O 0 O h 0 0 0 O 0 0 O
R o0 0 0 0 O0 0 O R 0 0 0 0 0 0 O R o0 o0 0 0 O 0 O
X 0 0 0 0 O 0 O X 0 0 0 0 0 O0 O X 0 0 0 0 0 0 O
r 0o 0 0 0 0 O O r 0o 0 0 0 0 0 O r 0o 0 0 0 0 O0 O
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Conclusions

For the most part, these tables show the RAMS model is marginally worse
than the NMC analysis, and both the analysis and RAMS model are worse
than the various station datasets. There are notable exceptions. For
example, during winter (Table 1) the climatological surface temperature
errors appear to be marginally lower in the RAMS model than in the NMC
analysis; the transient error is larger, however. Similar results occur for
the summer simulation (Table 2). Here, the RAMS transient variations as
well as spatial variations are slightly better at the surface for tempera-
ture. However, the other fields are not modeled any better, and now the
model depiction of the precipitation field appears to be quite a bit worse
than the cooperative or first order station values. Whether this model
depiction is better than the precipitation field associated with the large-
scale analysis is unknown; again, precipitation is not a part of the
large-scale NMC archives.
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In some respects, we were quite pleased with the results. Preliminary
comparisons indicate the NMC large-scale, global analysis is doing a per-
fectly adequate job representing various meteorological characteristics at
individual stations in the western United States. The explained variance
is quite high, especially for the temperature field, but also for wind and
relative humidity.

We were disappointed, though, that the regional modeling system did not
do a demonstrably better job than the original large-scale analysis at
representing climate in the western United States. We now suspect we
cannot rely on simply having a mesoscale model overlying mesoscale
topography and forced only by a large-scale analysis. We will also
probably need to include individual stations, as well as the NMC large-
scale analysis, in a continuous model/data assimilation if we are to get
a regional climatology that is a whole lot better than the original large-
scale analysis. This kind of work is beyond the scope of work being
reported here, but it is being explored by others (eg, Stauffer and Seaman
1990; Stauffer et al 1991).

One clear advantage to using the regional model was brought out by this
comparison. The regional model can develop a smooth geographic repre-
sentation of precipitation fields, which are not readily available else-
where. Since precipitation is not needed to initialize the large-scale
models, and is in fact a forecast field, it has not been previously archived
or stored in any useful format. Another advantage is that the RAMS
regional model can distinguish between snow and rain, which will be
quite useful eventually when these regional models are coupled to various
surface hydrology modules. Other variables, especially derived nonlinear
variables, may also be better represented by the regional model fields
than by the large-scale analysis.
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Finally, since errors of the regional modeling attempt are not substan-
tially less than errors of the original analyses, is it better to interpolate
dynamically by forcing a mesoscale model with large-scale GCM output
than it is to linearly interpolate the original GCM output? Many papers
appear to indicate that a regional model gives substantially better an-
swers and could, therefore, be used to interpolate large-scale GCM future
climate simulations to regional scales. From the present results, we
cannot yet wholeheartedly agree.

Further details of this work are provided in Roads et al (1992b).
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Climatic Impacts of the 1991-92 Western Winter
Kelly T. Redmond

The latest in a series of unusual winters affected the western United
States during 1991-92. This report is primarily concerned with the 6 to
8 coolest months, with some consideration of the adjacent summer
months. Among the most outstanding features of this period are:

o A sixth year of continued drought in the Sierra Nevada and southern
Oregon Cascades

o Severe drought in the Pacific Northwest

o An extremely warm winter in the northern West and western Canada
« Very heavy precipitation in southeastern Alaska

« Very heavy precipitation from southern California to Texas

Much of the winter was characterized by “split flow” west of North
America. As it approached the West Coast, the jet stream frequently
diverged into a northern branch toward Panhandle Alaska and a second
southern branch that dived south along the California coast and then
eastward along the US-Mexican border. Repeatedly, storms approaching
the West Coast were stretched north-to-south, losing their organization
in the process.

Regional Climate Anomalies

During October, fires burned large acreages of wild land, destroyed 100
homes in Spokane, and consumed 3,354 homes and 456 apartment
units in a major conflagration in Oakland. The Oakland fire killed 23
people and produced insurable losses of 1.5 to 2 billion dollars, the
second costliest disaster in United States history (behind Hurricane
Hugo). A severe cold outbreak at the end of October brought what turned
out to be the coldest temperatures of the winter to large parts of the West.

As the winter progressed, a series of closed, upper low pressure systems
drifting south parallel to the California coastline dropped heavy precipi-
tation all along the central and southern coast, and then in the interior
as they swung inland near Los Angeles. The lack of a significant upslope
component over the Sierra during these periods meant the normally
substantial contribution from orographic uplift to snowpack did not
occur. The precipitation ratio of Sierra sites to the valley and coastal
locations was, therefore, much lower than usual.

In:  K.T. Redmond and V.L. Tharp, Editors. 1993. Proceedings of the Ninth Annual Pacific Climate (PACLIM) Workshop,
April 21-24, 1992. California Department of Water Resources, Interagency Ecological Studies Program. Technical Report 34.
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During the first half of February, heavy rain inundated southern Califor-
nia. Lake Cachuma, water supply for Santa Barbara, received a foot of
rain in one week, and nearby sites received over 16 inches. Maria Ygnacio
Creek in Santa Maria County flooded for the first time on record, and
other local floods were called the “worst in 50 years”. In some central
coastal basins, the multi-year drought was declared over. However, since
little precipitation fell in the source regions for most of California’s water
supplies, the drought continued essentially uninterrupted. Los Angeles
residents, in the midst of severe localized flooding, struggled to reconcile
the seemingly contradictory message that the water covering the furni-
ture was of little value for drought relief.

Statewide precipitation and runoff for California during the past 6 water
years (October-September) is shown in Table 1, expressed as a departure
in percentage from 100 percent of average. Because of local recycling and
evapotranspiration, not all precipitation results in runoff. A reduction in
precipitation by one-quarter results in a runoff reduction of one-half.

Table 1
CALIFORNIA PRECIPITATION AND RUNOFF DURING WATER YEARS 1986-87 THROUGH 1991-92
EXPRESSED AS A DEPARTURE, IN PERCENTAGE, FROM 100 PERCENT OF AVERAGE

(A water year runs from October 1 through September 30.)
1986-  1987-  1988-  1989-  1990-  1991-  6-Year

Statewide 87 88 89 90 91 92  Average
Precipitation Departure -39 -18 -14 =31 -24 -14 -23
Runoff Departure -52 -52 -30 -55 =57 =57 =50

At the Central Sierra Snow Lab (6900 feet) near Donner Summit, snow
depth on April 1 was 35 inches (average is 85). The snow was gone by
April 25 (average depth 65 inches), two months earlier than the usual
date of snow disappearance (June 25). This was a combined result of
below-average precipitation and a very warm spring. This was the sixth
very warm March and April in the past 7 years, the exception being 1991,
the year with the “Miracle March” (Figure 1). Nearby Lake Tahoe dropped
to its lowest level on record (Figure 2).

By the end of the water year (September 30), storage in 155 major
California reservoirs was 33.6 percent of capacity, compared with 36.6
percent one year previous and an average of 59.8 percent of capacity.
During those 6 years, the average runoff as expressed by the Sacramento
River Index was 9.96 million acre-feet, one percent higher than the
previous 6-year minimum (9.78) from 1929-1934. To the south over the
same period, the San Joaquin River Index averaged 2.70 million acre-feet,
81 percent of the previous minimum (3.34) from 1929-1934.

From some perspectives, this 6-year event may be viewed as a short-term
climate “change” or fluctuation. Taken as a whole, these six years begin
to resemble the types of scenarios used by climate modelers in studies of
climate sensitivity. The difference, in this case, is that this is an observed
realization in the real atmosphere, and not merely hypothetical. An
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example is shown in Figure 3. At Tahoe City on Lake Tahoe, temperatures
have been above average for the past 6 years on most days of the year.
Maximum temperatures have, in particular, been warmer than usual in
the spring and fall. Minimum temperatures have been above average
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Figure 1. Mean temperature for March and April at Tahoe City, where the Truckee River leaves Lake Tahoe.
The “+" symbols show a 6-year running mean.
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Figure 2. Water level of Lake Tahoe on the last day of August.
Units are in terms of elevation minus 6220 feet. Lake rim level is 6223.00 feet (3.00 on diagram).
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Figure 3. Daily temperature and precipitation climatology for 1951-1986 and for January 1987-September 1992. Daily mean

precipitation has been multiplied by 100, so that units are in hundredths of inches. Smoothed with a 29-day filter.

Solid Line: (From top) maximum, mean, and minimum for 1951 through 1986.

Dashed Line: (From top) maximum, mean, and minimum for January 1987 through September 1992
through most of the spring, and mean temperatures have been reaching
the freezing point more than a month earlier in the spring than before.
The figure also shows that precipitation has been below average from
early December into late February, leaving a large reduction during the
heart of the major precipitation season. The combined precipitation/tem-
perature effects have been (1) reduced precipitation, (2) a higher rain/
snow line so that even less snow falls at a given elevation, (3) earlier
initiation of snowmelt season, and (4) an earlier start to vegetative growth
and attendant consumption of water.

In the northern West, a promising start to the snow accumulation season
gave way to steadily falling water supply projections as winter progressed
and precipitation-bearing systems moved well to the north. Table 2 shows
the percentage of average snowpack for four Pacific Northwest states on
different dates as the season progressed. By early May, very little snow
was found below 5000 feet elevation in Oregon.

Table 2
STATEWIDE SNOW WATER CONTENT AT SCS SNOTEL STATIONS,
EXPRESSED IN PERCENT OF AVERAGE, FOR WINTER 1991-92

State Dec23 Jan06 Jan20 Jan30 Feb17 Mar02 Mar24 Apr09 Apr20 May18
Washington % 8 75 83 79 8 67 5 54 30
Oregon 74 62 57 52 45 40 29 20 17 5
idaho 106 83 71 72 66 72 60 49 47 17
Montana 119 97 92 93 8 8 75 68 69 40




Climatic Impacts of the 1991-92 Western Winter

The steady decrease in snow water percent of average was the result of
both dry conditions and very warm temperatures. For example, Govern-
ment Camp, Oregon, which at 4000 feet is often near the rain/snow level,
reported just 114 inches of snowfall from October through March,
compared with an average of 241 inches. At Crater Lake, corresponding
figures were 223 and 411 inches. In the southern Cascades, Sexton
Summit (3836 feet) was considerably warmer than average all winter
(Table 3) and noted just 5 days with a mean temperature of freezing or
lower, compared with an average of 41 days.

Table 3
CLIMATE ANOMALIES FOR SELECTED CITIES AND SELECTED ELEMENTS, 1991-92
Precipitation is in inches. Departures are from 1961-1990 means. Values are in original English units as measured.
1991 1992
Site Aug Sep Oct Nov Dec Jan Feb Mar Apr May Jun Jul
Hilo, Hawaii .
Precipitation (inches) 2692 94 5.15 674 15.04 1.33 1.29 3.90 6.62 2.99 93 17.63
Departure +1758 +088 445 -7.77 +300 -855 -900 -998 -864 692 +3.16 +7.92
Percent 288 110 54 46 125 13 13 28 43 30 151 182
Yakutat, Alaska
Precipitation (inches) 2774 4245 1870 1828 1988 2984 1947 37.28 548 1293 1364 7.84
Departure +1620 +2380 427 +376 +494 +766 +880 +656 444 4327 +634 034
Percent 240 228 81 126 133 245 182 348 55 134 187 96
Valdez, Alaska
Snowfall (inches) 0.0 0.0 6.4 599 1371 857 857 100.2 389 1.9 0.0 0.0
Departure 0.0 0.2 =32 +235 4647 +294 4352 4467 +194 +1.3 0.0 0.0
Accumulated* 0.0 0.0 6.4 66.3 2034 2891 3748 4750 5139 51568 5158 5158
Accumulated Departures™ 0.0 -0.2 -34 4201 +84.8 +1142 +1494 +1961 +2155 +216.8 +2168 +216.8
Miles City, Montana
Temperature (degrees F)
Departure +4.1 +1.2 -4.0 -14  +112 +16.0 +125 +8.2 +2.5 +7.8 +1.9 -1.7
Government Camp, Oregon
Snowfall (inches) 0 0 25 40 20 18 9 2 17 0 0 0
Departure 0 0 +18 +6 -32 41 =31 -46 -13 -7 0 0
Accumulated* 0 0 25 65 85 103 112 114 131 131 131 131
Accumulated Departures* 0 0 +18 +24 -8 49 80 -126 -139 -146 -146  -146
Crater Lake, Oregon
Snowfall (inches) 0 0 33 47 38 44 51 10 18 0 2 0
Departure 0 -4 +11 =21 45 -38 =21 =75 =25 -19 -2 -1
Accumulated* 0 0 33 80 118 162 213 223 241 241 243 243
Accumulated Departures™ 0 -4 +7 -14 -59 -97 -118 -193 218 -237 -239 -239
Sexton Summit, Oregon
Temperature (degrees F)
Departure +1.0 +8.4 +6.7 +.0 +4.0 +3.7 +6.3 +8.9 +6.4 4107 +4.0 +0.8
Winslow, Arizona
Temperature (degrees F)
Departure -1.9 -1.3 -0.0 24 2.3 4.0 +0.7 0.2 +39 -1.2 =33 -5.6
Alamosa, Colorado
Temperature (degrees F)
Departure +1.0 +0.5 +0.7 -65 -128 -146 -8.3 =20 +6.4 +3.1 -1.0 29
*  Accumulated since the first month.
*  Accumulated sum of the departures.
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By July 30, the large Owyhee Reservoir in southeastern Oregon had fallen
below the outflow pipes, and eight other reservoirs in the northern Great
Basin were completely dry. June flow on the Columbia River at The Dalles
was 55 percent of average and ranked fourth lowest of 67 years, and for
the same month flow on the Willamette River at Salem was 29 percent of
average and ranked lowest in 67 years.

Around mid-December 1991, a warm pattern established itself over the
northern plains and mountain states, extending along the Rockies to the
Yukon. Extremely warm weather dominated for most of the next 22
weeks. Montana recorded its warmest and third driest winter (December -
February) since 1895. Miles City averaged 14 degrees F above normal
during this period (Table 3), at one point reaching within one degree of
the state record of 73 degrees for January.

At the same time, the active storm track moved north to Alaska. Yakatut
(Table 3) recorded extremely heavy precipitation for the December-
February winter season (68.00", departure +30.21"), for calendar year
1991 (219.48", departure +68.23") and for the 12-month period in Table
3 (253.53", departure +102.28"). Valdez recorded 516 inches of snowfall,
where average is just 299 inches. Anchorage recorded its greatest snow
depth ever (34 inches) late in January.

Although the winter of 1991-1992 brought much less snow than usual
to most of the West, an unusual number of deaths were reported from
avalanches. The US Forest Service recorded 23 people were killed in the
West and Alaska, compared with the 21-year average of 13 deaths.

South of Alaska, Hawaii usually receives less precipitation during El Nifio
events. Ironically, because of its porous volcanic soils, short rivers, and
lack of reservoirs, this island state can quickly plunge into water-supply
deficit when precipitation is less than average for an extended period.
From January through May, for example, Hilo received just 16.13 inches
(average is 59.26), and from October through May 43.06 inches fell
(average is 95.41). Worried water purveyors did receive some relief during
the summer.

The only cooler-than-average temperatures noted during the winter were
in the Southwest. Maximum temperature at Winslow, Arizona, remained
below 50 degrees F for 64 consecutive days, from November 29 to Janu-
ary 30, three days longer than the previous record in 1967-68. To its
north, Alamosa became a winter-long oddity, consistently recording very
cold temperature departures while nearby stations were near to well
above normal. Cloudless skies and a good snow cover allowed radiative
cooling to dominate at this high valley site. These same cloudless skies
left a skimpy Colorado snowpack, which ensured that the flow of the
Colorado River into Lake Powell would be the lowest 6-year total ever
recorded. Continuing a steady decline, by July 31 Lake Powell was only
61 percent full.



Climatic Impacts of the 1991-92 Western Winter

In March Las Vegas received an astonishing 4.80 inches of rain, 1230
percent of the March average and more than the annual average. This
was not an isolated cloudburst but fell on 11 days, and reflected a very
wet month throughout the Southwest. The Southwest continued to
receive heavy precipitation into the summer monsoon season. By July
25, the following amounts had been recorded since January 1:

Southwest Precipitation
January 1 - July 25
(in inches)

1992 Average
Yuma 3.99 1.09
Gila Bend 4.40 2.66
Parker 7.68 1.94
Phoenix 9.54 3.27
Buckeye 10.07 3.04
Flagstaff 16.37 10.74
Payson 19.15 10.17

By this time, most of the United States was in the midst of what was to
become the third coldest summer on record, an event popularly ascribed
to the Mt. Pinatubo stratospheric aerosol cloud. However, west of the
Rockies the summer was near to above normal in temperature. In Great
Falls, the shortest growing season on record ended when several inches
of snow fell on August 22. The 92-day season had started May 22, and
was a full 9 days shorter than the previous short seasons of 1984 and
1989.

Relationship to ENSO

Previous work (Redmond and Koch 1991) has shown that winter surface
climate conditions in the West are related to El Nifio/Southern Oscilla-
tion (ENSO). Using the Southern Oscillation Index (SOI) as an indicator,
it was shown that the June-November SOI (of year “t") is related to the
temperature and precipitation anomaly field for the subsequent October
(year “t”) to March (year “t+1") period. These patterns are shown in
Figures 4 and 5. A negative anomaly (usually associated with El Nirio)
implies dry/warm conditions in the Pacific Northwest and wet/cool
average conditions in the Southwest. The 1992 June-November SOI
averaged -0.95, a large enough anomaly that a signal, if present, could
show itself unambiguously. Observed anomalies for October-March
1991-92 are shown in Figures 6 (precipitation) and 7 (temperature).
There is close correspondence between the expected and observed pat-
terns, somewhat better than the strength of the relationships would lead
us to believe. (SOI accounts for one-fourth to one-third of the precipita-
tion variance in the two “centers of action”.)
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Figure 4. Significance map of October-March precipitation differences Figure 5. Significance map of October-March temperature differences
between years with average June-November SOI of +0.50 or more between years with average June-November SOI of +0.50 or more
(11 cases) minus years with average June-November SOI of -0.50 (11 cases) minus years with average June-November SOI of —0.50
or less (15 cases). Values shown are significance of -tests of or less (15 cases). Values shown are significance of t-tests of
differences. Data from 51 winters, 1933-34 through 1983-84. differences. Data from 51 winters, 1933-34 through 1983-84.
(Figure 2 from Redmond and Koch [1991].) (Figure 5 from Redmond and Koch [1991].)
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Figure 6. Observed 1991-92 October-March precipitation, expressed as Figure 7. Observed 1991-92 October-March temperature, expressed as

percent of average. (Courtesy of NOAA Climate Analysis Center.) departure from average in whole degrees F. (Courtesy of NOAA
Climate Analysis Center.)

In both the Pacific Northwest and the Southwest, relationships of SOI
with temperature and precipitation act in concert to magnify the effect on
snowfall for sites not far from the freezing level. At Crater Lake, for
example, years with average SOI values of +0.50 or greater receive 111
inches more snow from October-March than those years with average
SOI values of -0.50 (p<0.05) (see Figure 8; the winter of 1991-92,
mentioned above, is circled).
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Figure 8. Scatter plot of June-November Southem Oscillation Index (SOI) versus subsequent October-March total snowfall at
Crater Lake National Park headquarters. The winter of 1991-92 is circled (SOI = -0.95, snowfall = 5.66 meters).

Other Impacts

Space does not permit a comprehensive overview of the impacts of the
drought and other climate anomalies in the West. Gleick and Nash (1991)
summarized the principal effects in California of the Sierra drought; the
economic impacts they discussed will increase when the following winter
(1991-92) is included.

Major sectors affected by drought and other climate variability in this
region include: water resources, transportation, agriculture, forestry,
energy, recreation, and fish and wildlife. Many of these areas are tightly
interlinked. For example, the endangered winter run of Chinook salmon
up the Sacramento River needs cool water to survive. Other constraints
require minimum inflow to San Francisco Bay to prevent salinity intru-
sion, among other reasons. Contents of warm Folsom Reservoir, a popu-
lar recreation area near Sacramento, were rapidly drawn down to a
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relative puddle at mid-summer to meet legal requirements for minimum
Bay inflow, saving the cool, deep water behind Shasta Dam for later
release to assist the upstream passage of endangered fish but arousing
the ire of Folsom recreation businesses and marinas as the lake disap-
peared.

Climate variability also affects the health of ecosystems, and their sus-
ceptibility to disruptive influences. Natural systems have already adapted
to climate variability. However, they have not adapted to additional
human-caused forcings, such as tropospheric ozone or acid rain, which
cause extra stress when the system is itself already stressed by natural
climate fluctuations.

One important impact that is harder to assess is the cumulative effect of
six years of almost uninterrupted water deficit in much of the West on the
attitudes of its citizens toward water. Ten-year-old children, remember-
ing nothing but drought, may come to value water differently than their
parents. A prevailing attitude in much of the arid West has been that, no
matter how population grew, sufficient water would be identified and
acquired to meet the increased needs. A different attitude has also taken
root — that natural resource constraints arising from considerations of
quantity, quality, and temporal variability impose limitations on popula-
tion growth and distribution.

The value of water and the relative value of uses to which it is applied are
being assessed anew. This is illustrated in California, where more flexible
regulations have made it possible to trade agricultural water rights for
municipal uses; that is, for farmers to sell agricultural water to cities,
profiting from the sale of water itself rather than from what the water
would grow. This reflects a growing realization throughout the West that
resource limitations are of fundamental importance in long-term plan-
ning and decision-making. The western drought has simply accentuated
this point in a forceful, direct, and tangible way.
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Drought Frequency Analysis for California

from Observed, Synthetic, and Proxy Data
Frederick Wade Freeman and John A. Dracup

Drought frequency analysis can be performed with statistical techniques
developed for determining recurrence intervals for extreme precipitation
and flood events (Linsley et al 1992). The drought analysis method
discussed in this paper uses the log-Pearson Type III distribution, which
has been widely used in flood frequency research.

Some of the difficulties encountered when using this distribution for
drought analysis are investigated. These difficulties arise because this
distribution has been developed from statistics derived from large-sam-
ple-size datasets, while streamflow time series data generally contain
only a limited number of drought events and, therefore, most drought
datasets are of small sample size. For example, the 86-year record
(starting in water year 1906) of unimpaired flow data for the 4-River
Index, which represents streamflow in Northern California, contains only
19 drought events, 10 of which are minor events with durations of only
1 year. Large-sample-size statistics are typically based on datasets of 30
events or more. The problem the hydrologist faces is that the analysis of
recurrence intervals for drought events of severity critical to the manage-
ment and operation of water delivery systems is often based on datasets
of very small sample size. If an adequate amount of data were to become
available, then the methods developed for floodflows could be applied to
droughts with only moderate adjustments (Lee et al 1986).

Two possible responses to the limiting condition of small-sample-size
datasets are:

 Development and application of small-sample-size statistics specifi-
cally for use in drought frequency analysis, or

o Extension of the flow data record to increase the number of drought
events, thus allowing analysis by standard methods such as the
log-Pearson Type III distribution.

The first response has been investigated by a number of researchers,
including Sen (1980), Lee et al (1986), and Nathan and McMahon (1990).

The second possibility, which is explored in this paper, involves expan-
sion of the number of drought events in the time series record for a
particular drainage basin. Two options exist for expanding the sample
size of drought events for a given drainage basin. They are:

In:  K.T. Redmond and V.L. Tharp, Editors. 1993. Proceedings of the Ninth Annual Pacific Climate (PACLIM) Workshop,
April 21-24, 1992. California Department of Water Resources, Interagency Ecological Studies Program, Technical Report 34.
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o Use of statistical modeling to generate additional years of synthetic flow

data with statistical characteristics similar to the original dataset.
These statistical models can be operated until a sufficient number of
synthetic drought events have been created to increase sample size for
use with large-sample-size statistics. A review of statistical streamflow
models capable of generating synthetic droughts has been presented
by Lawrance and Kottegoda (1977).

Augmentation of the observed flow record with proxy flow data recon-
structed from regression analysis of paleoclimate records and, in the
specific case of this research, from tree-ring chronologies. An example
of reconstructing streamflows from tree-rings has been presented by
Stockton (1975).

Methodology and Results

Discussed here is the application of the log-Pearson Type III distribution
to various interpretations of the flow data record for the 4-River Index.
This distribution is used to relate drought severity to recurrence interval.
A limitation of this analysis is that it cannot determine drought duration,
although Lee et al (1986) have presented an approach for frequency
analysis of drought duration that can be employed in conjunction with
the method presented here.

Sacramento River

Feather River
(
Yuba River

American River

The hydrologic system under investi-
gation is the 4-River Index of the
Sacramento River Basin, for which
annual unimpaired flow data exist
for 1906 through 1991 (data pro-
vided by California Department of
Water Resources). Figure 1 identifies
the rivers constituting the 4-River
Index. Tree-ring sampling locations
used to reconstruct annual 4-River
Index flows for 1560 to 1980 are
shown in Earle and Fritts (1986).

Flow data are shown in Figure 2 for
the observed, synthetic, and proxy
records. Mean flow values are
included for each of these three
interpretations of the flow record.

Figure 3 shows two interpretations
of the observed 86-year record.
These interpretations are the theo-
retical and empirical values for (1)

CALIFORNIA
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Figure 1. The rivers of the 4-River Index and locations of their streamflow gauge stations. streamflow frequency for each water

year and (2) drought frequency for
each drought event (generally multi-
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Figure 2. Annual flow data for the 4-River Index from the 86-year observed record (top graph), the 420-year tree-ring reconstructed record (top and
middle graphs), and a partial listing of the 10,000-year synthetically generated record (bottom graph). Mean annual flows are 17.81 million
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year in duration). Theoretical frequencies were computed by the log-Pear-
son Type III distribution, and the empirical recurrence interval, Ty, is
determined by:

Tr=N+1/m (1)

(Linsley et al 1992), where N = sample size and m = rank of each drought
event. The curve labeled “streamflow frequency” shows that for a water
year similar to 1991 (8.4 million acre-feet, which is 47 percent of the
annual mean flow) the theoretical recurrence interval is about 18 years.
This is plotted by the open-circle markers. Theoretical values compare
well with those computed empirically, which are plotted by the solid-cir-
cle markers, with the exception of the three lowest flows, further dis-
cussed below.

Two limitations of this application of the log-Pearson Type III distribution
are that it applies only to single-year flows and not to multi-year droughts
and that it does not account for the non-independence of annual flow
data.

The curve in Figure 3 labeled “drought frequency” details an alternative
procedure for applying the log-Pearson Type III distribution to the same
86-year record of observed flows to overcome the above-stated limitation.
This procedure calculates theoretical frequency curves from the series of
drought events, each with a measurable severity and duration (after
Dracup et al 1980), contained within the observed flow record. The
threshold flow defining a drought year is set at 5 percent below the mean
annual flow. This curve relates drought severity to recurrence interval.
However, a consequence of extracting the series of drought events from
the annual flow data is that the series loses its temporal character; that
is, Nin equation (1) is no longer a measure of the number of years in the
observed flow record but, instead, is a measure of the number of drought
events occurring over this observed record. This results in a recurrence
interval measured by the number of interceding drought events (all
having less severity) and not interceding years. This unit of measure is
difficult to use in drought frequency analyses.

This difficulty is overcome by empirically determining a recurrence
interval measured in years. This is achieved by determining the average
interval between drought event onsets calculated from the total number
of droughts occurring over the total record length. For the 4-River Index,
19 drought events have occurred during the 86-year observed record,
which is equivalent to 4.53 years between events.

Table 1 summarizes this recurrence interval calculation for a frequency
analysis of a drought with a severity of 38 million acre-feet. Column A of
Table 1 shows that a recurrence interval of 14 drought events is calcu-
lated from the observed frequency curve for a drought of the given
severity. The recurrence interval is then converted into units of years,
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Table 1
SUMMARY OF RECURRENCE INTERVALS
(For a Drought of Severity = 38 Million Acre-Feet)
Recurrence Years
Interval Length of Number of Between Recurrence

Data from Graphs Record Drought Onsets Interval
Source (in Drought Events)  (in Years) Events  (per Drought Event)  (in Years)

A B C D (D=B/C) E (E=AxD)
Observed 14 86 19 453 63
Synthetic 24 10,000 2,233 448 108
Proxy 70 420 85 4.94 346

column E, by the use of the empirical return frequency determined in
column D. For the observed data, the recurrence interval is 63 years.
Synthetic and proxy data have longer recurrence intervals, 108 and 346
years respectively.

Noticeable on both curves in Figure 3 is how the theoretical curve
underestimates severity when compared to the empirical data. For the
streamflow frequency curve, this is limited to the extreme events, which
are water years 1931, 1924, and the lowest year on record, 1977. This
behavior may suggest that extreme low flow years follow a different
distribution or are caused by a physical mechanism separate from that
causing the other low-flow years. For the drought frequency curve, all
events are underestimated. This may be due to the small sample size of
drought events contained in the observed record.

Figure 4 attempts to improve the accuracy of the theoretical drought
frequency curve of Figure 3 when compared to empirical data by display-
ing curves for expanded versions of the 4-River Index flow obtained from
(1) synthetically generated flow values and (2) proxy flow values recon-
structed from tree-ring chronologies. The theoretical drought frequency
curve from synthetic data accurately reproduces the trend of the empiri-
cal data as determined from 2,233 drought events contained within
10,000 years of annual flow data generated from an ARMA(1,1) statistical
model. The ARMA(1,1) model was selected over other autoregressive
models because it had the best AIC value (Akaike 1976). This type of
model has been described by Box and Jenkins (1970). For clarity, not all
2,233 drought events used to determine the theoretical curve are shown
by the solid-triangle markers plotted in Figure 4. The theoretical drought
frequency curve for the proxy data from tree-ring reconstructions also
accurately reproduces the trend of the empirical data from the 85
drought events within the 420 years of reconstructed flow, with the
exception of the single most severe reconstructed drought event of
1928-1939. This 12-year period recorded a total flow deficit of 72.8
million acre-feet and, when plotted, lies far above the theoretical curve.
These two theoretical curves better represent the severity of moderate
and extreme drought events (events with deficits of about 20 to 60 MAF)
than the theoretical drought curve of Figure 3 when compared to the
empirical values.
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Figure 4.

Drought frequency analysis for the 4-River Index from ARMA(1,1) synthetically generated data and tree-ring reconstructed proxy
data. Solid markers represent empirical values determined with equation (1). Open markers indicate theoretical values determined
by the log-Pearson Type lll distribution. The horizontal axis is scaled in drought events.

Figure 4 suggests that analyzing synthetic data from an appropriate
statistical model or proxy data from tree-ring reconstructions may pro-
vide better frequency analysis from distributions developed for large
sample sizes, such as the log-Pearson Type Il distribution. However,
there are deficiencies in both the synthetic and proxy datasets. The
ARMA(1.1) model computes an occasional impossible negative annual
flow value. For the analysis presented here, all negative flows were set to
zero, although zero or near-zero flows have never been recorded by the
4-River Index, suggesting severity of a drought event containing a zero
flow year would be unduly exaggerated. Reconstructed flow from tree-ring
data, on the other hand, display less variance than observed flow in that
it makes estimates for high or low flows that are less accurate than
estimates for flows close to the mean (Earle and Fritts 1986).

The log-Pearson Type III method assumes independence of the input
data. To check for independence, lag-one autocorrelation coefficients
were determined for each of the four frequency curves presented in
Figures 3 and 4. The autocorrelation results are well within the confi-
dence interval in each case and are summarized in Table 2.

Figure 5 compares the two log-Pearson Type III theoretical frequency
curves of Figure 4 and the same curve for the observed data from Figure
3. The curve from the observed data provides the shortest recurrence
intervals; the proxy data curve provides the longest. The recurrence
interval of drought events with severity of 38 million acre-feet is consid-
ered as an example (refer to Table 1). This severity is about equal to the
first five years (1987-1991) of the current 6-year California drought. This
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Drought Severity (million arce-feet)

Table 2
SUMMARY OF LAG-ONE AUTOCORRELATION COEFFICIENTS
Type of 95%
Data Frequency Curve N Autocorrelation Significance
Source Curve Location (from Eq. 1) Coefficient Level
Observed Annual Flows Figure 3 86 Years 0.095 0.167 -0.190
Observed Drought Events Figure 3 19 Events 0.048 0.328 -0.446
Synthetic Drought Events Figure 4 2,233 Events 0.009 0.034 -0.035
Proxy Drought Events Figure 4 85 Events -0.081 0.167 -0.192
120
Squares = Observed Data
Circles = Synthetic Data .

100 - Triangles = Reconstructed Data

0 | !
1 2 5 10 20 50 100 200

Recurrence Interval (drought events)

Figure 5. Comparison of theoretical drought frequency curves from Figures 3 and 4 for observed, synthetic, and tree-ring reconstructed

Conclusions

(proxy) data for the 4-River Index. The horizontal axis is scaled in drought events.

is the second-worst drought, behind the drought of the 1930s, for the
observed and reconstructed records.

The disparity between the observed curve and the synthetic and proxy
curves in Figure 5 becomes even greater for larger severities. This
suggests the observed dataset is being adversely affected by its small
sample size during log-Pearson Type III analysis.

Frequency curves from both synthetic and proxy data reproduce the
trend of the empirical values better than the frequency curve from the
observed data. The divergence of the observed data frequency curve from
the synthetic and proxy curves may represent the influence of the
inappropriate application of the log-Pearson Type IIl distribution to
datasets of limited sample size.
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Both synthetic and proxy data-based analyses have advantages and
drawbacks. The synthetic data sample size can be expanded as desired;
however, it is based on the sample statistics of the observed dataset,
which is often of limited temporal duration (86 years for the 4-River Index)
and, therefore, may not represent the best available sampling of the
population. While tree-ring reconstructed data, on the other hand, may
be adversely affected due to a loss of observed variance, the data do have
the advantage of being based on the much longer sample size, in this case
420 years of annual flow values. However, analysis of the results pre-
sented here suggests the loss of variance in the tree-ring reconstructions
maybe sufficient to cause significant overestimation of recurrence inter-
vals, as is apparent from column E of Table 1 for the proxy data, although
no quantitative measure of this has been made.
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A Multi-Basin Seasonal Streamflow Model
for the Sierra Nevada

Daniel R. Cayan and Laurence G. Riddle

Abstract: Linear regression models are constructed to predict seasonal runoff by fitting streamflow
to temperature, precipitation, and snow water content across a range of elevations. The models
are quite successful in capturing the differences in discharge between different elevation water-
sheds and their interannual variations. This exercise thus provides insight into seasonal changes
in streamflow at different elevation watersheds that might occur under a changed climate.

Background and Objectives

Related to possible future climate warming, there is concern that the
snowmelt runoff portion of the water supply may be reduced. Under the
present climate in the western United States, streams in intermediate to
high elevations respond to monthly precipitation throughout the year,
but only exhibit sensitivity to monthly temperature during the transition
seasons, particularly in spring (Riddle et al 1991; Aguado et al 1992;
Cayan et al 1992). The magnitude of monthly temperature variability in
California is typically about 1-2°C, which is relatively small compared to
the temperature change across different elevations (Table 1). The eleva-
tion differences produce large contrasts in the timing of streamflow.

Table 1
MEAN ELEVATIONS, MEAN JANUARY TEMPERATURES, AND
PERCENT OF MEAN ANNUAL STREAMFLOW
FOR BASINS USED IN CONSTRUCTING THE MODEL
Mean January Mean
Elevation Temperature Percent of Mean Annual Streamflow

Basin (meters) (‘C) ASO NDJ FMA MJJ
Cosumnes 1121 1.0 1 21 59 18
American 1433 -08 2 19 46 3
San Joaquin 2286 -6.1 6 9 29 56
Merced 2743 -8.9 4 5 21 70
Stanislaus 1768 -2.8 3 13 38 46
East Carson 2485 -73 7 11 24 58

How would streamflow change with temperature? Since there is a broad
range of watershed elevations in the Sierra Nevada (California’s major
water bearing region), there is an opportunity for a natural experiment to
determine the response of runoff to a fairly wide range of temperature.

In: K.T. Redmond and V.L. Tharp, Editors. 1993. Proceedings of the Ninth Annual Pacific Climate (PACLIM) Workshop,
April 21-24, 1992. California Department of Water Resources, Interagency Ecological Studies Program, Technical Report 34.
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The approach taken here is to construct a statistical model for seasonal
streamflow that incorporates basins having different mean elevations,
thereby including fairly large differences in mean temperature. The model
constructed is developed from four watersheds with mean elevations
ranging from 1100 meters to 2700 meters and encompassing a mean
temperature range of about 10°C. This multi-basin statistical approach
is possibly a better alternative to determining temperature sensitivity
from a single watershed, which, averaged over the basin, is limited to
natural seasonal temperature variability of order 1°C (eg, Cayan, et al
1992). Projected climate warmings range from 3 to 5°C, well beyond the
range of seasonal temperature anomalies used to derive the response of
a single watershed streamflow anomaly model. Consequently, such a
response may not apply to larger climate changes.

In this study we develop a linear model using multiple basins to simulate
variability of seasonal streamflow across elevations and from year to year.
Individual models are constructed for three seasons. The skill of this
approach’is evaluated for each season and for each individual basin. The
models are calibrated on data from 1950-1986 and validated using
independent data from 1913-1949. Interpretation of the model struc-
tures is used to diagnose the various climate influences.

Data and Processing
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Most of the data used were averaged or totaled into 3-month seasons
used previously by the authors in watershed climate studies (Riddle et al
1991; Aguado et al 1992; Cayan et al 1992). Three of these are used here:
November, December, and January (NDJ); February, March, and April
(FMA); and May, June, and July (MJJ).

The four primary basins employed in constructing the linear regression
models (see Figure 1) were Cosumnes River (estimated at Michigan Bar),
American River (estimated at Folsom), San Joaquin River (estimated at
Friant), and Merced River (gauged at Happy Isles Bridge). Two additional
streams used to verify the model were Stanislaus River (estimated at
Melones) and East Carson River (gauged at Markleeville). Cosumnes,
American, San Joaquin, and Stanislaus were reconstructed full natural
flow estimates from the California Department of Water Resources
(DWR), and Merced River and East Carson were from U.S. Geological
Survey (USGS) gauge records. All stream records were monthly mean
flows and were averaged to obtain seasonal means.

Mean elevation of the basins ranged from 1121 meters (Cosumnes River)
to 2743 meters (Merced River), which amounts to a January mean
temperature range of about 1 to -9°C (Table 1; see also U.S. Weather
Bureau 1943). Distribution of elevations within the American and Stan-
islaus River basins is graphed in Figure 2.
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Figure 1. Four primary watersheds, stream gauge locations, and stations employed for
precipitation and temperature records.

In terms of daily mean temperature degree days (dd) above 0°C, average
seasonal totals for these basin mean elevations range from about 50 to
1000 dd in NDJ, from about 130 to 1500 dd in FMA, and from about 700
to 2000 dd in MJJ. As shown in Figure 3, the average degree day profiles
are linear with elevation in MJJ, but not in NDJ and FMA, as the fall-off
in dd values at upper elevations is limited by days whose mean tempera-
ture falls below 0°C.

Independent data input to the regression models are seasonal total
precipitation, seasonal mean temperature, and snow water content,
modified by seasonal mean temperature degree days. Seasonal precipi-
tation and temperature used were averages of four stations for two
regions, the central and southern Sierra Nevada (Aguado et al 1992). The
dd values for each basin were derived by first summing the daily mean
temperatures greater than 0°C for each day in each season, for each year,
for each basin mean elevation. Mean temperatures were from a regional
daily time series built from central Sierra Nevada stations (four and six
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tion (DWR and USGS mean elevations).

stations for the northern and southern Sierra basins used here). Individ-

ual daily mean temperatures were then adjusted from the station mean

elevation to the individual basin mean elevations according to the lapse

rate in U.S. Weather Bureau (1943). The individual basin totals
n

2(7} >0) | for the “n” days in each season for each year were then

Kl
considered to be the degree days for that basin and season.

The snow water content (SWC) was derived for each of the two regions by
averaging three snow courses in each (Cayan et al 1992). Variability of
the regional average SWC is quite representative in view of the strong
coherence between stations within the region, illustrated in Figure 4 by
the February 1 and April 1 records in the central Sierra Nevada (see also
Aguado 1990).

The model relates seasonal streamflow (the dependent variable) to
seasonal regional precipitation, seasonal elevation-adjusted mean tem-
perature, and degree-day-weighted snow water content, which we call the
snowmelt factor, SN. The seasonal precipitation is the seasonal total for
a given year scaled by the long-term mean annual total. This scaling
weights precipitation according to its seasonal and interannual variabil-
ity. October mean streamflow, Qoct, is scaled by the mean annual
streamflow for its basin and is used as a measure of baseflow going into
the wet season. Seasonal mean temperature, 7, is adjusted to the mean
elevation for the basin. The snowmelt factor, SN, is the product of snow
water content (SWC) and mean temperature degree days. SNis computed
by:

144



Multi-Basin Seasonal Streamflow Model

,\“ JFebruary 1st Snow Woter Content Az's JApril 1st Snow Water Content
E 20 Fcentral Sierra E 20 FCentral Sierra
5953 5153
t::- ‘ 3103
R O e IO 11717 A
o vgl:su 19’10 |9l.r>o mlso 1970 19‘50 19‘90 E_Z 0 1930 1940 1950 \9'50 wlm 1980 “190 E_z o
Donner Summit ETE Donner Summit E“E
:_"53 ;_"55
‘ | E_mi: i l ;—LO%
| Eos & Eos @
ol lll‘lhln Hill Iln..l»llmmlh - Al L Im W
nz-s E WISO \9‘40 |9‘.'>0 ‘9'50 |9[70 |9'8° ‘9}90 ~ g IQ,SO 1940 1950 \B‘BO |9'70 1980 |9‘90
E20 ':-;Beur Valley Ridge 1 E 20 Fpear Valiey Ridge 1
;51.5—2 il.ﬁ—g
> 1.0 3 » 1,0—;
& os 3 : o5 3
SR T o3 ol Attt
o0 ‘J;O |9l40 |9l50 19150 |9‘7D |9150 ‘BISO E_ 2.0 ) |9|§O |9llO 1950 19'60 |ﬁ]70 ‘9'50 19'90 E_ 36
Upper Carson Pass E : Upper Carson Pass E“
1.5 E 1.5
I oy
N AT L,
1920 1930 1940 1950 1960 1970 1980 1990 2000 1920 1930 1940 1950 1960 1970 1980 1990 2000
Water Year Water Year

Figure 4. Time history of February 1 (left) and April 1 (right) SWC for central Sierra average and individual snow courses.

n

SN = kz,l(TK >0)J - SWC Equation (1)

where the sum of the daily mean temperatures greater than 0°C from the
first through the last day of the season is multiplied by SWC, which has
been scaled against the April 1 long-term mean SWC for the basin. The
January 1 SWC s used for the NDJ snowmelt, April 1 SWC for FMA, and
May 1 SWC for MJJ. In years when either SWC or dd was not available,
their values were estimated using linear regression from seasonal pre-
cipitation and temperature. These estimates were necessary for some of
the pre-1930 SWC and for the pre-1948 dd values for SWC. The regres-
sion models accounted for 69, 82, 70, and 85 percent of the February 1,
March 1, April 1, and May 1 SWC. For dd, the regression models
accounted for 91, 92, and 87 percent of the NDJ, FMA, and MJJ vari-
ations.

Model Formulation
The general form of the streamflow models is:

i i i

Qi = aiQoct + Y, bjiTy + 3. ¢iiPj; + Y, dj:SNj
Jj=ASO  j=ASO  j=NDJ

i = NDJ, FMA, MJJ

Equation (2)
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Results

Streamflow (Q) for a particular season, i (NDJ, FMA, or MJJ), is estimated
by summing the contributions of the individual predictors from an initial
season, j, to the season being estimated. Predictor factors are tempera-
ture, T, precipitation, p, and snow, SN. Note that the regression includes
the temperature and snowmelt values for all four basins, so they are
effectively expressed as departures from elevational mean value for each
season.
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Just three predictive equations result, which must describe the four
training basins plus any others for which independent data can be
provided. The overall (all basins taken together) skill of the models (top
two rows of Table 2) is relatively high, ranging from about 0.6 to 0.8 for
the 1913-1949 independent data. When the simulated seasonal anoma-
lies of the individual basins are evaluated (rows 3-10 of Table 2), lower
values are obtained for selected seasons and basins (skill at Merced for
FMA drops to 0.17), but skill is relatively large (0.7 to 0.8) during seasons
with highest discharge (see percent of annual streamflow in Table 1.) The
skill level generally holds up quite well from the training period to the
independent period. Also, when applied to the two basins (Stanislaus and
East Carson) not included in the training set (bottom 4 rows of Table 2),
skill is relatively high, ranging from about 0.5 to 0.8 during the 1913-
1949 period.

Table 2
SKILL OF THE MODELS
Period
Basin (Water Years) NDJ FMA MJJ
All Basins 1950-1986 0.71 0.79 0.84
1913-1949 0.63 0.80 0.79
Cosumnes 1950-1986 0.66 0.80 0.72
1913-1949 0.51 0.79 0.38
American 1950-1986 0.72 0.86 0.76
1913-1949 0.71 0.79 0.48
San Joaquin 1950-1986 0.62 0.72 0.76
1913-1949 0.73 0.58 0.67
Merced 1950-1986 043 0.30 0.80
1913-1949 0.38 0.17 0.74
Stanislaus 1950-1986 0.66 0.83 0.81
1913-1949 0.57 0.75 0.66
East Carson 1950-1986 0.50 0.67 0.81
1913-1949 049 0.62 0.77
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The simulated seasonal streamflow, along with observed, is plotted in
Figures 5, 6, and 7 for the four primary basins used in training the model.
From these plots, it is clear that the model holds up quite well in
capturing the mean level of streamflow across the basins, as well as the
year-to-year variability in each basin. The model is relatively successful
in avoiding negative streamflow predictions. This is an improvement over
previous versions of the model that did not include the degree-day-
weighted snow water content. Presumably, snowmelt allows for years
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Figure 5. Predicted (dashed) and observed (solid) streamflow for four primary streams for November,
December, and January.
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that are cool/dry or warm/wet, etc, in ways that precipitation and
temperature cannot emulate separately in the linear models.

Two temperature influences appear in the model. The first is the mean
temperature itself, whose mean values range over about 10°C from the
lowest to the highest basin. The second is the number of degree days that
enter the snowmelt term, whose mean values range over 1000 dd in a
given season from the lowest to the highest basins. The snowmelt factor
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Figure 6. Predicted (dashed) and observed (solid) streamfiow for four primary streams for February, March,
and April.
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(SN) is the larger of the two temperature influences. Inspection of the
predictors in Figure 8 indicates that snowmelt is the model element that
produces the difference in mean runoff from one basin to the next. The
plots in Figures 5-7 show that the models perform reasonably well in
simulating mean discharge: from 21 to 5 percent of annual flow in NDJ,
from 59 to 21 percent in FMA, and 18 to 70 percent in MJJ (see Table 1.)
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Figure 7. Predicted (dashed) and observed (solid) streamfiow for four primary streams for May, June, and July.
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The structure of the NDJ, FMA, and MJJ seasonal models is given in
Figure 8, which shows the “beta” coefficients obtained by the multiple
regression scheme. These are the model coefficients (a, b, ¢, and d in
Equation (2)) that would result if all of the variables, including the
predictand (streamflow), were normalized by their respective standard
deviations. The predictors extracted by the regression procedure were
those whose contribution to streamflow variance was significant in the
95 percent confidence level, using an F test.
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Thesa are the contributions by the chosen predictors, given that the
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In NDJ, the significant predictors are limited to within-season variables,
with the exception of a small contribution by October streamflow (a
measure of the initial flow during the beginning of the water year). The
largest predictors are positive contributions by NDJ snowmelt and NDJ
precipitation. NDJ temperature gives a negative contribution (cooler
temperatures produce greater flows).

In FMA, the model includes both contemporaneous and preceding season
~ contributions to streamflow. Like the NDJ model, the largest predictor is
a positive contribution from in-season snowmelt, followed by a positive
contribution by in-season precipitation. It also draws upon positive
contributions by previous season (NDJ) snowmelt and precipitation and
ASO precipitation. Again, NDJ temperature makes a negative contribu-
tion. '

In MJJ, the streamflow variations are mostly affected by anomalous
conditions from previous seasons. All quite large, these include positive
contributions by precipitation in NDJ and FMA precipitation and negative
contributions by snowmelt in NDJ and FMA. The only in-season contri-
bution is a relatively small, positive contribution by MJJ snowmelt. The
negative SN predictors during NDJ and FMA represent snowmelt that
depletes the snowpack accumulated during winter and early spring,
while the positive SN predictor in MJJ is the contribution to streamflow
by snowmelt during late spring and early summer. The lack of a precipi-
tation influence in MJJ must stem from the seasonal fall-off in precipita-
tion in spring and summer.

Conclusions

A multi-basin model has been constructed to simulate the inter-basin
and inter-annual variations in streamflow across watersheds repre-
senting a wide range of mean elevations in the Sierra Nevada. Besides
precipitation, the model includes degree-day-weighted snow water con-
tent and basin mean temperatures, which vary over a range of about 10°C
for a given season.

The model skill is reasonably high, accounting for 60 percent or more of
the variance for most seasons and individual watersheds. The models
held up quite well in independent data from the training period and also
perform fairly well for independent basins with different elevations. The
relatively high skill indicates that seasonal mean climate variables are
useful in predicting seasonal streamflow variations. Apparently the
spatial coherence of temperature and precipitation anomalies provides a
good representation with just a few stations. More important, the multi-
basin approach captures essential differences in seasonal flow between
basins with different mean elevations.

There is a strong temperature influence, especially in relation to snow-
melt. This influence provides the ability to account for large differences
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in seasonal flow amounts from low to high elevation watersheds. The
most severe shortcoming in the models is for the highest elevation basin
(Merced River), where it produces too much discharge in NDJ and FMA
and not enough in MJJ. This suggests that the linear relationship with
precipitation and snowmelt is not satisfactory over the entire range of
elevations. Still, the MJJ model skill for the independent period is 0.74
for Merced, so it does capture much of the variability during the time of
year with greatest runoff in the high basins.

More tests need to be done, but the models exhibit reasonable skill in
simulating differences in flow between basins with large contrasts in
elevation. This suggests that they can estimate the effect of seasonal
temperature changes, such as those proposed for future greenhouse
warming conditions. An increase in temperature of +3°C is roughly
equivalent to a decrease in elevation of 500 meters. Via the observed
streamflow behavior at several basins, the models clearly show that
streamflow response to such a change would depend strongly on season
and elevation. This is due to the effect it has on mean temperature and
rain vs. snow as snowmelt.
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Patterns of Orographic Uplift in the Sierra Nevada

and Their Relationship to
Upper-Level Atmospheric Circulation

Edward Aguado, Dan Cayan, Brian Reece, and Larry Riddle

ABSTRACT: We examine monthly and seasonal patterns of precipitation across various elevations
of the eastern Central Valley of California and the Sierra Nevada. A measure of the strength of the
orographic effect called the “precipitation ratio” is calculated, and we separate months into four
groups based on being wet or dry and having low or high precipitation ratios. Using monthly maps
of mean 700-mb height anomalies, we describe the northern hemisphere mid-tropospheric
circulation patterns associated with each of the four groups. Wet months are associated with
negative height anomalies over the eastern Pacific, as expected. However, the orientation of the
trough is different for years with high and low precipitation ratios. Wet months with high ratios
typically have circulation patterns favoring a west-southwest to east-northeast storm track from
around the Hawaiian Islands to the Pacific Northwest of the United States. Wet months with low
precipitation ratios are associated with a trough centered near the Aleutians and a northwest to
southeast storm track. Dry months are marked by anticyclones in the Pacific, but this feature is
more localized to the eastern Pacific for months with low precipitation ratios than for those with
high ratios. Using precipitation gauge and snow course data from the American River and
Truckee-Tahoe basins, we determined that the strength of the orographic effect on a seasonal basis
is spatially coherent at low and high elevations and on opposite sides of the Sierra Nevada crestline.

The majority of precipitation in the Sierra Nevada results from the
passage of mid-latitude cyclones from November through March. Since
the range is oriented north-south and the storms normally have a strong
west-east component, a significant orographic effect generally results in
increases in precipitation with elevation. Although spatial distribution of
precipitation anomalies is fairly uniform throughout the range (Aguado
1990), the strength of this orographic effect can vary considerably.

The elevational distribution of precipitation has some important ramifi-
cations to water managers. If a larger than normal orographic effect is
experienced, there will likely be more precipitation in the form of snow as
opposed to rain, leading to a delay in the hydrograph response. Moreover,
it has been shown (Aguado et al 1992; Cayan et al 1992) that the relative
importance of temperature and precipitation to the timing of melt varies
with elevation. The timing of runoff is important for two reasons:

o It influences the allocation of water for the conflicting purposes of water
retention and flood control.

 Timing of runoff is likely to be significantly altered if any of the
hypothesized climatic warming scenarios are realized (eg, Gleick 1987,
1989; Lettenmaier and Gan 1990).

In:

K.T. Redmond and V.L. Tharp, Editors. 1993. Proceedings of the Ninth Annual Pacific Climate (PACLIM) Workshop,
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Data

The primary objectives of this paper are to examine underlying patterns
of orographic uplift across a transect of the Sierra Nevada and to relate
variability in these patterns to synoptic-scale circulation patterns in the
mid-troposphere. We also examine on a seasonal basis whether higher or
lower than normal orographic effects tend to occur simultaneously on the
windward and leeward basins of the range. Finally, we examine whether
seasonal low or high orographic effects are consistent for different
elevation bands across the windward and leeward slopes of the Sierra.

Determination of the strength of the orographic effects and their relation-
ship to middle tropospheric circulation patterns was based on precipita-
tion data from November through April for 9 stations, 5 from the eastern
part of the California Central Valley and 4 from the Sierra Nevada. These
data, from 1949 through 1988, were obtained from the National Climate
Data Center.

A second set of precipitation and snow-course data from the American
and Truckee River basins were used to test spatial consistency of the
monthly orographic effects for the cool season (November through
March). Nine precipitation gauges and two snow courses were used for
the American River basin; three precipitation and five snow-course sites
were employed for the Truckee. These precipitation and snow data were
obtained from the Centralized Data Exchange Center (CDEC) of the
California Department of Water Resources and the Centralized Forecast
System (CFS) of the U.S. Soil Conservation Service for water years 1949
through 1991. The snow-course data were used as surrogates for cool
season precipitation due to the limited number of precipitation gauges at
high elevation and the fact that standard rain gauges are unreliable when
precipitation occurs as snow. In most instances, however, these snow
courses observe snow cover on only a monthly basis during the snow
season. This means any melting of snow cover or occurrence of significant
rainfall could cause the snow-course measurements to underestimate
the true seasonal precipitation. By comparing April 1 snow-water equiva-
lents to the net cool season snowfall measured by daily, automated snow
sensors (pillows), we determined that courses above 2450 meters eleva-
tion accurately represented net cool season precipitation. Procedures
used to make this determination are detailed in Reece and Aguado
(1992).

Methodology
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The first step in determining intensity of the orographic effect for each
month was to obtain the precipitation gauge values for the five Central
Valley and four Sierra Nevada locations. Thus, for each month from
November through April, the regional mean precipitation for both the
Central Valley and the Sierra Nevada was determined. The ratio of Central
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Valley to Sierra Nevada regional mean precipitation was then calculated
as a measure of the orographic effect we call the “orographic ratio”.
Separate datasets were assembled for the 40 years of record for each
month (ie, individual datasets consisted only of data for November,
December, etc). We then stratified the datasets into terciles of wet,
normal, and dry months and plotted them for each of the six months.

We examined the middle tropospheric circulation patterns associated
with months that fell into four categories of precipitation and precipita-
tion ratios (ie, wet/high, wet/low, dry/high, dry/low). For this portion of
the analysis we restricted our data to December through February, since
those months contribute the greatest amount of precipitation and would
yield the most meaningful composites. The categories were delineated by
the following procedure:

For each of the months, December through February, the 14 wettest and
driest were selected. These were subdivided into those with the seven
highest and lowest precipitation ratios. The result was that for each of
the three months, seven cases were included in each of the four catego-
ries. Finally, the seven cases for each of the three months were merged
into larger datasets containing 21 cases with wet/high ratio, wet/low
ratio, dry/high, and dry/low events. For each of the categories, the
average monthly 700-mb height anomalies across the Northern Hemi-
sphere were determined and mapped.

Spatial consistency with regard to windward versus leeward sides of the
Sierra and low versus high elevations were examined using the precipi-
tation and snow-course data from the American and Truckee basins.
First, the ratio of precipitation at each site to the lowest in the basin was
calculated for each cool season. A 42-year mean ratio was then calculated
for each site.

For each cool season, each site’s ratio of precipitation to that of the lowest
site was compared to the 42-year ratio (ie, the ratio for each cool season
was compared to the mean ratio). The mean ratio was calculated for each
cool season for each basin, from which ordinal rankings were determined
for the seasonal mean ratios. The same procedure was also performed
separately for the precipitation gauges and the snow courses so their
mean ratios for each cool season could be compared.

Central Valley / Sierra Nevada Precipitation Transects

Figure 1 depicts the precipitation ratios (ie,the ratio of mean precipitation
for the four Sierra Nevada precipitation gauges to the mean of the five
from the eastern Central Valley) for the wettest and driest months. For all
months considered, there is a considerable range of ratios, with the
greatest range occurring for the tercile of dry years.
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Figure 1. Precipitation ratios observed for the wet, normal, and dry terciles of monthly precipitafion.
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Extratropical cyclones may traverse a wide range of differing paths across
the Pacific Ocean. It has been shown in other areas (eg, Williams and Peck
1962) that the direction of wind relative to the mountain orientation can
influence the magnitude of the orographic effect. Moreover, the mean
paths of the storms on a monthly basis can be related to middle
tropospheric circulation patterns. We therefore composited maps of
700-mb Northern Hemisphere anomalies associated with wet and dry

years with low and high precipitation ratios (Figures 2 and 3).
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Figure 2. Mean 700-mb height anomalies (in meters) for the wet months with high precipitation ratios.

For the wet months, as expected, a mean low pressure is present in the
eastern Pacific. However, the configuration of the troughs is different for
months with high (Figure 2) and low (Figure 3) precipitation ratios. In the
case of the high ratios, the trough assumes a west-southwest to east-
northeast elongation, consistent with a zonal storm track. In contrast,
the wet years with low precipitation ratios are marked by a deeper trough
centered in the Gulf of Alaska. The trough line stretches southward along
the west coast of North America and indicates a more southward progres-
sion of the storms. The result here is that the storm path is more oblique
to the orientation of the Sierra Nevada, thus lowering its orographic
influence on precipitation. All the high and low pressure systems
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Figure 3. Mean 700-mb height anomalies (in meters) for the wet months with low precipitation ratios.

described contained observation points with anomalies that exceeded the
90 percent confidence level using a 2-tailed t-test. This in fact proved true
as well for all the systems described in the following paragraphs.

The average middle tropospheric height anomalies are mapped for dry
years with high and low precipitation ratios in Figures 4 and 5, respec-
tively. While both show blocking highs in the Pacific Ocean, there is a
major difference in the size and shape of these features. In the case of
low-ratio months, the high pressure is more localized and occupies a
position over the eastern Pacific and the west coast of North America. To
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Figure 4. Mean 700-mb height anomalies (in meters) for the dry months with high precipitation ratios.

the west of the anticyclone is a large area of negative height anomalies
over much of the central Pacific. This pattern suggests a mean cyclone
path from west to east over much of the Pacific, with a northward
deflection around the high pressure over the eastern Pacific. This pattern
could allow for some storms to pass obliquely over the Sierra Nevada.

In the case of dry years with low precipitation ratios (Figure 4), a large
high pressure system occurs with an west-east elongation over most of
the Pacific. To the north of the anticyclone is a region of negative height
anomalies from eastern Siberia to northwestern Canada. Such a pattern
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Figure 5. Mean 700-mb height anomalies (in meters) for the dry months with low precipitation ratios.
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is consistent with a westerly storm track displaced northward. Under
such a scenario, the Sierra Nevada could be receiving some precipitation
from the tail end of cold fronts passing across the range.

In summary, Figures 2-5 indicate substantial differences in the middle
tropospheric circulation with each of the four categories of precipitation
and precipitation ratios. It also appears that those patterns favoring a
more west-east storm track tend to enhance the ratio of high- to low-
elevation precipitation.
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Spatial Consistency of Orographic Effects

Figure 6 plots annual percentage change from normal of orographic
effects for the American and Truckee-Tahoe basins. It is evident that for
most years the mean orographic effect as a percentage of normal is
similar on either side of the Sierra. Correspondence between orographic
effects on the east and west slopes was further illustrated by a time-series
plot (not shown) of the ordinal rankings of annual orographic effects on
the American and Truckee-Tahoe basins. In most cases the ordinal
ranking of orographic effect was the same or nearly so in both basins.

Figure 7 illustrates the similarity of the annual orographic effects at low
and high elevations. In most cases there is a strong similarity in the
percentage change from the annual ratios using datasets consisting only
of the precipitation gauges (representing lower elevations) and the snow
courses (high elevation). A time-series plot (not shown) simultaneously
depicting ordinal rankings of the annual precipitation gauge and snow-
course values further supports the spatial consistency of annual
orographic effects at a wide range of elevations.

Conclusions

We have used several decades of data to determine elevational patterns
of precipitation from the eastern Central Valley of California to the Sierra
Nevada. We used monthly precipitation gauge data to determine “precipi-
tation ratios” representing precipitation on the windward slopes of the
Sierra Nevada relative to that in the Central Valley. Individual months
were categorized as wet or dry and as having low or high precipitation
ratios. Months with the four possible combinations of wetness and
precipitation ratios were then associated with maps of the corresponding
mean middle tropospheric circulation.

As expected, wet months were associated with the presence of mean low
pressure over the eastern Pacific Ocean. However, the shape of the low
pressure was different for high- and low-precipitation ratio months. High
precipitation ratios tend to occur when the trough over the eastern Pacific
is oriented from the west-southwest to east-northeast, suggesting move-
ment of storms from around the Hawaiian Islands. For wet years with low
ratios, the low is centered near the Aleutians and the stormtrack
assumes a northwest to southeast track.

Dry months were characterized by the presence of positive height anoma-
lies for the corresponding mean 700-mb maps. For those with high
precipitation ratios, the region of positive anomalies was large and
oriented with a west to east elongation. For dry years with low ratios,
there tended to be a smaller region of positive anomalies over the extreme
eastern Pacific with a region of negative anomalies to the west. As was
the case with wet years, high precipitation ratios seemed to be favored by
a more zonal pattern of mean air flow.
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We also examined the spatial coherency of high or low orographic effects
at a seasonal level using precipitation gauge and snow-course data. It
was found that basins on either side of the Sierra crest usually have
greater or less than normal precipitation gains with elevation simultane-
ously on a seasonal basis. It was also found that the precipitation gauge
data representing lower elevations and the snow-course data for higher
elevations normally show similar seasonal patterns of enhanced or
reduced orographic effects. We thus conclude there is considerable
spatial coherency with regard to enhanced or reduced orographic effects
across the Sierra.
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A Stochastic Model of Temporal Variations
in Monthly Temperature, Precipitation, Snowfall,

and Resulting Snowpack
Richard L. Orndorff, Richard G. Craig, and John F. Stamm :

Abstract: We report a Monte Carlo representation of the long-term inter-annual variability of
monthly snowfall on a detailed (1 km) grid of points throughout the southwest. An extension of the
local climate model of the southwestern United States (Stamm and Craig 1992) provides spatially-
based estimates of mean and variance of monthly temperature and precipitation. The mean is the
expected value from a canonical regression using independent variables that represent controls
on climate in this area, including orography. Variance is computed as the standard error of the
prediction and provides site-specific measures of (1) natural sources of variation and (2) errors due
to limitations of the data and poor distribution of climate stations. Simulation of monthly
temperature and precipitation over a sequence of years is achieved by drawing from a bivariate
normal distribution. The conditional expectation of precipitation, given temperature in each
month, is the basis of a numerical integration of the normal probability distribution of log
precipitation below a threshold temperature (3°C) to determine snowfall as a percent of total
precipitation. Snowfall predictions are tested at stations for which long-term records are available.
At Donner Memorial State Park (elevation 1811 meters) a 34-year simulation — matching the
length of instrumental record — is within 15 percent of observed for mean annual snowfall. We
also compute resulting snowpack using a variation of the model of Martinec et al (1983). This
allows additional tests by examining spatial patterns of predicted snowfall and snowpack and their
hydrologic implications.

Simulation of seasonal snowpack is an important part of a surface
hydrologic model of the southwestern United States. Seasonal snowpack
directly affects infiltration and recharge and produces a runoff lag due to
water storage. Modeling snowpack during glacial cycles is important
because it was the metamorphosis of perennial snowpacks that produced
glaciers that occupied many of the higher mountain ranges in the
southwest during Quaternary glacial stages. Two-dimensional models of
regional surface hydrology are necessary to better understand the system
and also to link climate models with proxy evidence of climate change.

Atmospheric General Circulation Models have been used in an attempt
to understand Quaternary climate change on a worldwide scale
(Kutzbach 1987; COHMAP Members 1988; Street-Perrott 1991), but their
resolution is not fine enough for investigation of localized climate change
(Kutzbach 1987). For this reason, a local climate model (taking some
boundary conditions from global models) has been developed at Kent
State University that gives temperature and precipitation based on
independent variables available for both the present and last glacial
maximum. The model is statistically based instead of physically based,
and it can be solved at a resolution as fine as 1 kilometer. The local
climate model is simpler and less time consuming computationally than

In: K.T. Redmond and V.L. Tharp, Editors. 1993. Proceedings of the Ninth Annual Pacific Climate (PACLIM) Workshop,
April 21-24, 1992. California Department of Water Resources, Interagency Ecological Studies Program, Technical Report 34.
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global models and may be used to represent uncertainty via a Monte
Carlo simulation.

Snow simulation models fall into two categories: energy balance models
and index models. Energy balance models rely on mathematical expres-
sions that quantify the exchange of energy between the snowpack and its
environment. Index models use one or more parameters as an index of
energy exchange. Hoggan et al (1987) and Obled and Rosse (1977) model
energy balances within snowpacks. Anderson (1973), Speers et al (1978),
Motoyama (1990), and Martinec et al (1983) discuss models wherein
surface temperature is the main index of energy exchange across the
upper snow surface. We have chosen the methodology of Martinec et al
(1983) because it seems most appropriate for this simulation based on
the information available from the local clirnate model.

Methodology
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To evaluate spatial and seasonal variations of climate in the southwest-
ern United States, we use a previously reported local climate model that
computes monthly temperature and precipitation from a set of inde-
pendent variables (Stamm and Craig 1992; Stamm 1991). Independent
variables are computed from spatial variations of boundary conditions
that include terrain elevation, insolation, CO2 concentration, January
and July winds, and January and July sea-surface temperatures. Solu-
tions are the product of a canonical regression function, which is cali-
brated using climate data from 641 stations from six states (AZ, CA, CO,
NM, NV, UT) west of 105" west longitude. These data are averaged from
1980-1984 “Summary of the Day” records (U.S. West 1988). Validation of
the LCM, using data from 98 climate stations, indicates no significant
departures of LCM solutions from climate data (Stamm 1991).

All independent variables can be solved at any point within the calibra-
tion domain. For convenience of display here, and as an illustration of
the method, we choose to compute climate for a gridded domain that
includes the entire drainage basin tributary to Pyramid Lake (Figure 1).
The LCM computes five mean canonical variates for each grid point for
each year; the LCM also computes standard deviations for each of the five
canonical variates (sy).

Figure 2 shows spatial distribution of the standard deviation of the first
canonical variate for the solution domain. The standard deviation is
greatest in the mountainous areas of the Sierra Nevada and lowest in the
northeastern portions of the solution domain, which lie within the Great
Basin. This pattern probably reflects the greater natural variability of
climate in the mountainous areas as well as the paucity of instrumental
records available to parameterize the canonical equations. To represent
the uncertainty inherent in the climate model estimates, we make draws
from a normal distribution for the first of the five canonical variates for



Stochastic Model of Temperature and Precipitation

200

150

100

50

200

CA|NV

0.3 0.5 0.7

Pyramid
Lake

150

100

50
1

T

T T T T T

50 100 . 150 | 0 50 100 150

0
Figure 1. Solution domain consisting of the drainage basin tributary to Figure 2. Spatial distribution of the standard deviation of the first canonical
Pyramid Lake, Nevada. variate solved ata 1-km grid cell spacing.

each simulated year. This preserves the correlation structure within and
between the months. The five variates are then transformed into monthly
temperature and precipitation for use by the snow model.

Temperature predicted by the local climate model (at each grid cell) (Tm)
is accepted as the mean of a normal distribution, and the log of the
predicted precipitation value (P is accepted as the mean of a log normal
distribution. Variances of temperature (s:2) and log precipitation (sp?) are
calculated from calibration station data for each month (for a total of 24
values). Snow accumulation is assumed to be the fraction of precipitation
that occurs below a critical temperature, Tert (3°C). We use monthly
temperature and precipitation correlation coefficients, again calculated
from calibration station data, to construct a bivariate normal distribution
(Anderson 1958). We integrate that distribution from -eo to +co in log
precipitation and from -eo to Terit in temperature to calculate the fraction
of precipitation that falls as snow in that grid cell. The integration area is
hachured in Figure 3.

The snow ablation routine uses the degree-day factor method of Martinec
et al (1983) to compute snowmelt within each of the grid cells. Meltwater
depth is calculated from the number of degree-days and a degree-day
factor:
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Figure 3. Integration of a bivariate normal distribution in temperature and precipitation space to determine the
fraction of precipitation that falls as snow.

M = aT (1)
where:

M = daily snowmelt depth

T = number of degree-days

a = degree-day factor = 1.1 R

R = ratio of snow density to water density

We assume a constant degree-day factor of 0.11 cm/°C/day for this
study. The monthly snowmelt (Q) is computed from the snowmelt depth
and the ratio (S) of snow-covered area to total area within each grid cell.

Q=MS @)

Svaries from zero to one. During the addition of new snow, Sis very close
to one, while ablation during the melt season causes increasing patchi-
ness, thus decreasing S. Since the natural variation of S cannot be
computed within our model, it is treated as a random variable drawn from
a beta distribution over the range zero to one.
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Results

Canonical variates computed by the LCM are randomly perturbed to
generate 34 years (matching the length of record) of temperature and
precipitation estimates for Donner Memorial State Park (chosen for its
illustrious snowfall history; see, for example, McGlashan 1966). The
snow model then computes snowfall and snowpack for each month of
those 34 years. As Figure 4 shows, the annual cycle dominates the
temperature and precipitation signals. There is a factor of two variation
in maximum precipitation. The precipitation signal is bimodal (over one
year), and that is reflected in the snowfall curve. There is no perennial
snowpack for any year within the 34-year solution period. This is not
surprising, since these solutions are affected by the 1 km? cell size and,
therefore, do not capture microtopographic effects that could result in
sub-grid-cell size perennial snowpacks.
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Figure 4. Temperature (A), precipitation (B), snowfall (c), and snowpack (d) from a 34-year simulation at Donner Memorial State Park, California.

169



Proceedings of the Ninth Annual PACLIM Workshop

Figures 5 and 6 show the monthly means of modeled snowfall and
snowpack plotted versus monthly means of observed snowfall (U.S. West
1988) and snowpack (courtesy of K. Redmond, Western Regional Climate
Center). For snowfall (Figure 5), the model over-predicted for November
and March and under-predicted for January, February, April, and May.
Modeled mean annual snowfall is under-predicted by 14.5 percent. For
snowpack (Figure 6), the model under-predicted slightly for J anuary and
February and over-predicted for March, April , May, October, and Novem-
ber. March, April, and May snowpack are the most grossly overpredicted.

At present, the snow simulation model assumes a constant density (0. 1
g/cm3) for the snowpack, and snowmelt depth is correlated with this
density (equation 1). We expect snowpack density to increase during the
spring months (Newark et al 1989). Were we to account for this increase,
snowpack ablation would also increase, resulting in lower monthly
means of modeled snowpack (equation 2) and better fit of modeled and
observed snowpack.

The LCM can compute temperature and precipitation for a gridded
domain (Stamm and Craig 1992). Solving the snow model at each point
of a 1-kilometer grid that includes the entire drainage area of Pyramid
Lake (Figure 1) based on the output of the local climate model provides
2-dimensional solutions that illustrate spatial as well as temporal vari-
ations in predicted snowpack. Figure 7 shows snowpack extent for April
in the second year of a stochastic simulation. Two years are needed to
reach a quasi-equilibrium, since the run is started with no extant
snowpack. We illustrate solutions for this month because ablation late in
the snow season has produced topographically correlated variations in
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3 3
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Modeled (em water equivalent)
10
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Figure 5. Monthly means of modeled versus observed snowfall for a
34-year simulation at Donner Memorial State Park, California.
(Numbers relate to months.)
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Figure 6. Monthly means of modeled versus observed snowpack for a
34-year simulation at Donner Memorial State Park, California.
(Numbers relate to months.)
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snowpack extent. The model predicts April snowpack for the Sierra
Nevada but not in the lower-lying areas of the solution domain. We expect
to extend this model to compute effects of such snowpack on seasonal

runoff.
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Figure 7. Snowpack extent (in white) for April in the second year of a stochastic simulation
solved at a 1-km grid cell spacing.
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Climate Variability
of the Eastern
North Pacific

PACLIM

and Western
North America

Ninth Annual Pacific Climate (PACLIM) Workshop

6:00-6:45 pm

April 21-24, 1992
FIRELIGHT FORUM
AGENDA

Dinner

Tuesday Eve., April 21, 1992:

Current Climate Variations Moderator: Walt Dean
7:00-7:20 pm Welcome and Announcements at Firelight Forum
7:20-7:40 pm "A Status Report on the California Drought"
Maurice Roos, California Department of Water Resources
7:40-8:00 pm "Development of a Distributed Database thwork for Management of
Climate and Ocean Data"
Douglas R. McLain,. Gary D. Sharp, NOAA Center for Ocean
Analysis and Prediction, Monterey, California
8:00-8:20 pm "Recent Regional Climate Anomalies in the Western United States,
and 1991-92 Relations to ENSO"
Kelly T. Redmond, Western Regional Climate Center, Reno,
Nevada
8:20-8:40 pm "Atmospheric/Oceanic Circulation Changes Related to Extremes in
the Southern Oscillation"”
Vernon E. Kousky, Climate Analysis Center, Washington, DC
8:40-8:55 pm "Effects of the 1992 ENSO condition along the California Coast"
John McGowan, Scripps Institution of Oceanography
8:55- Social (at Firelight Forum)
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Wednesday Morn., April 22, 1992:

7:30-8:15 am
Invited Talks,

8:30-8:45 am

8:45-9:15 am
9:15-9:45 am

9:45-10:15 am

10:15-10:35 am

10:35-11:05 am

11:05-11:35 am

11:35-12:05 pm

12:05-1:00 pm

Breakfast

Long Term Monitoring Moderator: Dan Cayan

"Overview of NSF's Long-Term Ecological Research (LTER)
Program"”
Fred Swanson, Oregon State University

“Climate Studies in the LTER Program"
David Greenland, University of Oregon

"Arctic Tundra LTER Climate/Hydrology Issues"
Douglas Kane, University of Alaska

"Desertification: Responses of Arid Landscapes and Ecosystems to
Resources Redistribution at the Jornada LTER"
Ross Virginia, San Diego State Universiry

Coffee Break

"The Role of Climate in Pelagic Ecology: The Importance of
Monitoring"
John McGowan, Scripps Institution of Oceanography

"The U.S. Geological Survey NAWQA Program Plans for Assessing
the Nation's Water Quality"
Rober: Hirsch, U.S. Geological Survey, Reston, Virginia

"An Investigation of the Water, Energy, and Biogeochemical
Budgets of Loch Vale and Other Rocky Mountain Watersheds”
John Turk, U.S. Geological Survey, Denver, Colorado

Lunch

Wednesday Aft., April 22, 1992:

1:30-2:00 pm

2:00-2:30 pm

2:30-3:00 pm

3:00-3:30 pm
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Invited Talks, Long Term Monitoring (cont'd)

"Long-Term Ecological Research Along Biome Transitions"
Manuel Molles, University of New Mexico

“The Sequoia-Kings Canyon National Park Ecosystem Observation
Program"
David Graber, Sequoia-Kings Canyon National Park

"Global Change Research in the Andrews Forest LTER Program"
Fred Swanson, Oregon State University

Coffee Break



Wednesday Aft., April 22, 1992: Posters

3:30-4:00 pm Poster Introductions (One minute each)

6:00-6:45 pm Dinner

Wednesday Eve., April 22, 1992:
Climate Smorgasbord Moderator: John Dracup

7:00-7:20 pm "An Objective Classification of Climatic Regions in the Pacific

Ocean"
Henry F. Diaz, Timothy J. Brown, NOAA/ERL and CIRES, Boulder,

Colorado

7:20-7:40 pm "Simulated Streamflow Responses to Climate Change in American
and Carson Rivers of the Sierra Nevada, California and Nevada"
Michael D. Dettinger, Anne E. Jeton, U.S. Geological Survey, San
Diego, California

7:40-8:00 pm "Growth Rate Changes and Skeletal §/80 in E. Pacific Corals Back
Through the End of the Little Ice Age"

Braddock Linsley, R. Dunbar, G. Wellington, D. Mucciarone,
Rice University

8:00-8:20 pm "Reflections on the California Pollen Record”
David P. Adam, U.S. Geological Survey, Menlo Park, California

8:20-8:40 pm "Climate Change and Salmonid Production in the North Pacific
Ocean”
Robert C. Francis, School of Fisheries, Univ. of Washington

8:40- Social

Thursday Morn., April 23, 1992:

7:30-8:15 am Breakfast

Climate vs. Surface Hydrology Moderator: Mike Dettinger

8:30-8:50 am "A Mechanism Linking Solar-Irradiance Variations and Regional
Precipitation”
Charles A. Perry, U.S. Geological Survey, Lawrence, Kansas

8:50-9:10 am "U.S. Streamflows in Relation to the High Index Phases of the

Southern Oscillation”
Ercan Kahya, John A. Dracup, UCLA
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Thursday Morn., April 23, 1992:

Climate vs. Surface Hydrology (cont'd)

9:10-9:30 am "Potential Effects of Climate Change on Windward and Leeward
Drainage Basins in the Sierra Nevada"
Alex Pupacko, U.S. Geological Survey, Carson City, Nevada

9:30-9:50 am "Sierra Nevada Orographic Precipitation and Links to Atmospheric
Circulation"
Brian Reece, Edward Aguado, Dan Cayan, Larry Riddle, San
Diego State University

9:50-10:20 am Coffee Break

10:20-10:40 am "A Study of 1000 Year Storms in California"
James D. Goodridge, Chico, California

10:40-11:00 am "Regional-Scale Simulations of the Western U.S. Climate"
J. Roads, J. Bossert, S. Chen, Scripps Institution of Oceano-
graphy and Los Alamos National Laboratories

11:00-11:20 am "An Analysis of Monthly and Seasonal Precipitation Patterns in
Mexico"
Arthur V. Douglas, Phillip J. Englehart, Creighton University

11:20-11:40 am "Precipitation Variability in the Southwestern U.S. and northern
Mexico over the Last 90 Years"
George Kiladis and Henry Diaz, Univ. of Colorado and NOAA

11:40-12:00 pm "Effect of a Modeled Snow Cover on the North American Hydrologic
Cycle"
S. Marshall, J. Roads, G. Glatzmaier, Los Alamos National
Laboratories and Scripps Institution of Oceanography

12:00-1:00 pm Lunch

Thursday Aft., April 23, 1992:
Global/Regional Climate Variability Moderator: Kelly Redmond

1:30-1:50 pm “Regional Simulations of GCM Extreme Circulations in the Western
United States"
C. Wang, C. Kao, J. Bossert, S. Chen, Los Alamos Nazl. Lab

1:50-2:10 pm "Comparison of 1992 and 1987 ENSO Conditions with the
Climatological Mean Oceanographic Conditions in the Eastern
Equatorial Pacific"
Dick Barber, Francisco Chavez, Duke University and Monterey
Bay Aquarium Research Institute
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Thursday Aft., April 22, 1992:

2:10-2:30

2:30-2:50

2:50-3:20

3:20-3:40

3:40-4:00

4:00-4:20

4:20-4:40

4:40-5:00

5:00-5:20

6:00-7:00

pm

pm

pm

pm

pm

pm

pm

pm

pm

pm

Global/Regional Climate Variability (cont'd)

"Year-to-Year Changes of Vertical Temperature Distribution in the
California Current: 1954-1986" .
Jerrold G. Norton, Douglas R. McLain, NOAA, Monterey, Calif.

"Upwelling and Productivity in the Eastern Tropical Pacific Ocean”
Paul Fiedler and Valerie Philbrick, SW Fisheries Science Center

Coffee Break

"Mechanisms for Intraseasonal Variations of North American
Climate"
Ron Gelaro and Tom Murphree, Monterey, California

"A Case Study of Ship Track Evolution”
Arunas P. Kuciauskas, Naval Research Lab & Postgraduate
School, Monterey, California

"Upper Ocean Thermal Behavior Since 1942: The Pacific and
Related Ecological Pattern”
Gary D. Sharp, CIRIOS, Monterey, California

"Volcanic or Extra-Terrestrial Influences on Global Temperature
and Carbon Dioxide"
Charles D. Keeling, Timothy P. Whorf, Scripps Institution of
Oceanography

"A Study of Elevational Patterns of Climate on the Leeward Slope of
East Maui, Hawaii"
T. Giambelluca, W. Minyard, L. Loope, Haleakala N.P., Hawaii

"Sea Surface Temperature and the Subsequent Freshwater Survival
Rate of Some Salmon Stocks: A Surprising Link Between the
Climate of Land and Sea"

D.J. Blackbourn, Canada Department of Fisheries and Oceans

Dinner

Thursday Eve.,, April 23, 1992:

7:30-8:20

8:20-

pm

"Climatic Effects on Vegetation Dynamics in Grand Canyon": A
Photographic Documentation, (Present vs. 1889-90)
Robert H. Webb and Janice E. Bowers, U.S. Geological Survey,
Tucson, Arizona

Social
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Friday Morn., April 24, 1992:

7:30-8:45 am

9:00-9:20 am

9:20-9:40 am

9:40-10:00 am

10:00-10:20 am

10:20-10:50 am

10:50-11:10 am

11:10-11:30 am

11:30-12:00 pm
12:00-1:00 pm
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Breakfast

Paleoclimate Moderator: Caroline Isaacs

"Preliminary Pollen Analysis of a Core from the Northern Gulf of
California: No Support for the Depressed Jet Stream"
Owen Davis, Timothy Jull, Lloyd Keigwin, Univ. of Arizona

"Climate Change in Southern California During the Medieval Warm
Period Inferred from Fish Scale and Charcoal Deposition in the
Varied Sediments of the Santa Barbara Basin"

T. Baumgartner, R. Byrne, A. Soutar, V. Ferreira, Ensenada, Baja
California

"Salinity and River Discharge Record in San Francisco Bay over
the Past 4000 Years"
Lynn Ingram, Department of Geology, Stanford University, CA

"The Influence of Late Holocene Climatic Variations on the
Frequency of Large Floods in the Southwestern U.S."
Lisa L. Ely, Dept. of Geosciences, Univ. of Arizona, Tucson, AZ

Coffee Break

"Cd/Ca Ratios in Foraminifera from San Francisco Bay: Evidence
for Decreasing Upwelling off California Over the Past 4,000
Years"

A. van Geen, S.N. Luoma, C.C. Fuller, R. Anima, H.E. Clifton, U.S.
Geological Survey, Menlo Park, California

"The Holocene History of an Estuary on Santa Rosa Island, Coastal
California"
K. Cole, G. Liu, W. Halvorson, J. Dugan, University of Minnesota
Adjourn

Lunch
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Climate Variability
of the Eastern
North Pacific

and Western

North America

PACLIM

Ninth Annual Pacific Climate (PACLIM) Workshop
April 21-24, 1992
FIRELIGHT FORUM
POSTERS

"Climatic Variability in the Ancestral Pacific Ocean: Analog for Modemn Climatic
Change in Western North America”
Roger Y. Anderson, University of New Mexico, and Walter E. Dean, U.S. Geological
Survey, Denver, Colorado

"Tree-Ring Time Series from South-Coastal Alaska and the Pacific Northwest:
Associations with Anomalies of Northeastern Pacific Climate"
R.D. D'Arrigo, B.M. Buckley, G.C. Jacoby, Y. Shi, Lamont-Doherty Geological
Observatory, Palisades, New York

"Climatic Response of Tree-Ring Time Series from South Coastal Alaska"
G.C. Jacoby, Y. Shi, R.D. D'Arrigo, B.M. Buckley, Lamont-Doherty Geological
Observatory, Palisades, New York

"Preliminary Inventory of A.D. 1450 - 1900 El Nifio Events as Recorded by &/3C in
the Santa Barbara Basin"
Arndt Schimmelmann, Mia J. Tegner, Memorie K. Yasuda, Scripps Institution of
Oceanography

"Ecophysiological Responses to CO2 Enrichment during Deglaciation: Stomatal

Densities and 13C/12C from Leaves in Packrat Middens"
Pete Van de Water, University of Arizona

"Past Fluctuations in the Late Spring Secondary Precipitation Maximum in the
Interior Pacific Northwest"
Kenneth Lee Petersen, Westinghouse Hanford Company, Richland, Washington

"Microscopic Charcoal Evidence from the Santa Barbara Basin: Fire History During
the Last 400 Years"
Scott Mensing, University of California, Berkeley, California

"Marine-Continental Correlations in the Pacific Northwest: The Terrestrial Record
(Preliminary Report)”
David P. Adam, U.S. Geological Survey, Menlo Park, California
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"Flowering of Haleakala Silversword and the Pinatubo Volcano: What is the
Connection?"
Lloyd L. Loope, Haleakala N.P., and Richard P. Pharis, University of Calgary

"Temporal Variation of the Physical and Chemical Environment of the Sacramento-
San Joaquin Delta, California"
Peggy W. Lehman, California Department of Water Resources, Sacramento, Calif.

"Calibration of Two Sierra Nevada Watersheds and Application of a Geographic
Information System to Model Parameterization”
Anne Jeton, U.S. Geological Survey, Carson City, Nevada

"Snow Measures as Predictors of Streamflow in the Sierra Nevada and Coast Ranges
of California"
Larry Riddle, Dan Cayan, Scripps Institution of Oceanography, and Ed Aguado,
San Diego State University California

"A Multi-basin Seasonal Streamflow Model for the Sierra Nevada"
Dan Cayan, and Larry Riddle, Scripps Institution of Oceanography

"A Stochastic Model of Temporal Variations in Monthly Temperature, Precipitation
and Resulting Snow-Fall
Richard Craig, Rik Orndorff, Kent State University, and John Stamm, Princeton
University

"Statistical Analysis of the Current Five Year California Drought"
F. Wade Freeman, John A. Dracup, Civil Engineering Department, UCLA

"Use of Regression Models to Estimate Effects of Climate Change on Monthly
Streamflow in the American and Carson River Basins, California-Nevada"
Lowell F.W. Duell, Jr., U.S. Geological Survey, San Diego, California

"Relationship of San Francisco Rainfall to El Nifo"
Jan Null, National Weather Service Forecast Office, Redwood City, California

"Effects of Late Holocene Climate Change on Forest Fires and Related Alluvial
Activity in Yellowstone National Park"
Grant A. Meyer, Stephen G. Wells, A.J. Timothy Jull, Robert C. Balling, Jr.

“Statistical Analysis of Global Warming Data"
Leonard J. Lane and Mary H. Nichols, USDA-ARS Southwest Watershed Research
Center, Tucson, Arizona

"A Mechanism Linking Solar-Irradiance Variations and Regional Precipitation"”
Charles A. Perry, U.S. Geological Survey

"Correlation of Marine and Terrestrial Records of Climate Change in the Western
United States"
James V. Gardner, U.S. Geological Survey, Menlo Park, California, Walter E. Dean,
U.S. Geological Survey, Denver, Colorado
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David Adam

U.S. Geological Survey - MS 915
345 Middlefield Road

Menlo Park, CA 94025
(415)329-4970, fax FTS 459-4975

R. Scott Anderson

E.S.&Q. Studies Program

Box 6013, North. Arizona Univ.
Flagstaff, AZ 86011
(602)523-5821, fax 602-523-7290

Gary E. Barbato

NOAA/National Weather Service
660 Price Avenue - Forecast Office
Redwood City, CA 94063-1497
(415) 364-4610, fax 415-364-2599

David J Blackbourn

Pacific Biological Station

Dept of Fisheries/Oceans
Hammond Bay Road

Nanaimo, BC, CANADA VIR 5K6
(604)756-7089, fax 604-756-7053

Daniel Cayan

Scripps Inst. of Oceanography
A-0224, Univ of CA-San Diego
La Jolla, CA 92093-0224

(619) 534-4507, 619-534-8561

Peter Comanor

National Park Service, 490
Wildlife & Vegetation Division
P.O. Box 37127 (WASO 490)
Washington, D.C. 20013-7127
(202)343-8126

Edward Aguado

San Diego State University
Dept of Geography

San Diego, CA 92182
(619)594-5930, fax 619-594-4938

Lisa Ramirez Bader

US Geological Survey

Box 25046, ms 939

DRC

Denver, CO 80225
(303)236-5547, fax 303-236-5448

Timothy Baumgartner

Scripps Institution of Oceanography

0227

Univ. Calif. at San Diego

La Jolla, CA 92093-0227
619-534-2171, fax 619-534-0300

Roger Byrne

Department of Geography
University of California
Berkeley, CA 94720
510-643-8108

Kenneth Cole

115 Green Hall, NPS/CPSU
Dept. of Forest Resources
University of Minnesota

St. Paul, MN 55108
612-624-4296, fax 612-625-5212

Rosanne D'Arrigo

Lamont-Doherty Geological Observ.

Tree-Ring Laboratory

Palisades, NY 10964

914-359-2900, ext. 517, fax 914-365-
3046

187



Emest P. Daghir

National Weather Service
660 Price Avenue

Redwood City, CA 94063
(415)364-2422, 415-364-2599

Walter E. Dean

U.S. Geological Survey,
Box 25046, MS 939, DFC
Denver, CO 80225
(303) 236-5760

Henry Diaz

NOAA/ERL,

325 Broadway

Boulder, CO 80303

(303) 497-6649, fax 303-497-6750

John Dracup

University of California,

4532 Boelter Hall

Los Angeles, CA 90024-1593
(310) 825-2176, fax 310-206-2222

Eric Edlund

University of California at Berkeley
Dept of Geography,

501 Earth Sciences Bldg.

Berkeley, CA 94720

(510) 643-8108, fax 510-642-3370

Pamela G. Emch

1917 Vanderbilt Ln., #3
Redondo Beach, CA
90278 213-379-3734

Paul Fiedler
NOAA/NMFS/Southwest Fisheries
Center

P.O. Box 271
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619-546-7016, fax 619-546-7003
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Creighton University
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