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Introduction

The issues involved in understanding global warming and tak-
ing actions to slow its harmful impacts are the major environ-
mental challenge of the modern age. Global warming poses a
unique mix of problems that arise from the fact that global
warming is a global public good, is likely to be costly to slow
or prevent, has daunting scientific and economic uncertain-
ties, and will cast a shadow over the globe for decades, perhaps
even centuries, to come.

The challenge of coping with global warming is particu-
larly difficult because it spans many disciplines and parts of so-
ciety. Ecologists may see it as a threat to ecosystems, marine
biologists as a problem leading to ocean acidification, utilities
as a debit on their balance sheets, and coal miners as an exis-
tential threat to their livelihood. Businesses may view global
warming as either an opportunity or a hazard, politicians as a
great issue as long as they do not need to mention taxes, ski re-
sorts as a mortal danger to their already-short seasons, golfers
as a boon to year-round recreation, and poor countries as a
threat to their farmers, as well as a source of financial and tech-
nological aid. This multifaceted nature also poses a challenge
to natural and social scientists, who must incorporate a wide
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variety of geophysical, economic, and political disciplines into
their diagnoses and prescriptions.

This is the age of global warming—and of global-
warming studies. This book uses the tools of economics and
mathematical modeling to analyze efficient and inefficient ap-
proaches to slowing global warming. It describes a small but
comprehensive model of the economy and climate called the
DICE-2007 model, for Dynamic Integrated model of Climate
and the Economy.

This book reports on a completely revised version of
earlier models developed by the author and collaborators to
understand the economic and environmental dynamics of
alternative approaches to slowing global warming. It repre-
sents the fifth major version of modeling efforts, with earlier
versions developed in the periods 1974–1979, 1980–1982,
1990–1994, and 1997–2000.1 Many of the equations and de-
tails have changed during the different generations, but the
basic modeling philosophy remains unchanged: to incorpo-
rate the latest economic and scientific knowledge and to cap-
ture the major elements of the economics of climate change in
as simple and transparent a fashion as possible. The guiding
philosophy is, in Leonardo’s words, that “simplicity is the
highest form of sophistication.”

The book combines a description of the new version of
the DICE model with analyses of several major issues and pol-
icy proposals. We begin with a brief outline of the major chap-
ters for those who would like a map of the terrain.

Chapter 1 is a “Summary for the Concerned Citizen”
that describes the underlying approach and major results of
the study. This chapter stands alone and can usefully be read
by noneconomists who want a broad overview, as well as by
specialists who would like an intuitive summary.

xii Introduction
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Chapter 2 provides a verbal description of the DICE
model. Chapter 3 provides a detailed description of the model’s
equations. The actual equations of the model are presented in
the Appendix.

Chapter 4 describes the alternative policies that are ana-
lyzed in the computer runs. These include everything from the
current Kyoto Protocol to an idealized perfectly efficient or
“optimal” economic approach. Chapter 5 presents the major
analytical results of the different policies, including the eco-
nomic impacts, the carbon prices and control rates, and the
effects on greenhouse-gas concentrations and temperature.

Chapters 6 through 9 provide further analyses using the
DICE model. Chapter 6 begins with an analysis of the impacts
of incomplete participation. This new modeling approach is
able to capture analytically the economic and geophysical im-
pacts of policies that include only a fraction of countries or
sectors; it shows the importance of full participation. Chapter
7 presents preliminary results on the impacts of uncertainty on
policies and outcomes. Chapter 8 is a policy-oriented chapter
that examines the two major approaches to controlling
emissions—prices and quantities—and describes the surpris-
ing advantages of price-type approaches.

Chapter 9 provides an analysis, using the DICE-model
framework, of the recent Stern Review of the economics of
climate change. The final chapter contains some reservations
about the results and then presents the major conclusions of
the study. The GAMS computer code, the derivation of the
model, and technical details are provided in “Accompanying
Notes and Documentation on Development of DICE-2007
Model” (Nordhaus 2007a). The Web site for the DICE model
and results is http://www.econ.yale.edu/~nordhaus/homepage/
DICE2007.htm.
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I
Summary for the 

Concerned Citizen

Often, technical studies of global warming begin with an
executive summary for policymakers. Instead, I would like to
provide a summary for the audience of concerned citizens.
The points that follow are prepared for both scientists and
nonspecialists who would like a succinct statement of what
economics, or at least the economics in this book, concludes
about the dilemmas posed by global warming.

Global warming has taken center stage in the interna-
tional environmental arena during the past decade. Concerned
and disinterested analysts across the entire spectrum of eco-
nomic and scientific research take the prospects for a warmer
world seriously. A careful look at the issues reveals that there
is at present no obvious answer as to how fast nations should
move to slow climate change. Neither extreme—either do
nothing or stop global warming in its tracks—is a sensible
course of action. Any well-designed policy must balance the
economic costs of actions today with their corresponding
future economic and ecological benefits. How to balance

_
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costs and benefits is the central question addressed by
this book.

Overview of the Issue of Global Warming

The underlying premise of this book is that global warming
is a serious, perhaps even a grave, societal issue. The scientific
basis of global warming is well established. The core problem
is that the burning of fossil (or carbon-based) fuels such as
coal, oil, and natural gas leads to emissions of carbon dioxide
(CO2).

Gases such as CO2, methane, nitrous oxide, and halocar-
bons are called greenhouse gases (GHGs). They tend to accu-
mulate in the atmosphere and have a very long residence time,
from decades to centuries. Higher concentrations of GHGs
lead to surface warming of the land and oceans. These warm-
ing effects are indirectly amplified through feedback effects
in the atmosphere, oceans, and land. The resulting climate
changes, such as changes in temperature extremes, precipita-
tion patterns, storm location and frequency, snowpacks, river
runoff and water availability, and ice sheets, may have pro-
found impacts on biological and human activities that are sen-
sitive to the climate.

Although the exact future pace and extent of warming are
highly uncertain—particularly beyond the next few decades—
there can be little scientific doubt that the world has embarked
on a major series of geophysical changes that are unprece-
dented in the past few thousand years. Scientists have detected
early symptoms of this syndrome clearly in several areas:
Emissions and atmospheric concentrations of greenhouse
gases are rising, there are signs of rapidly increasing average
surface temperatures, and scientists have detected diagnostic

2 Summary for the Concerned Citizen
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signals—such as greater high-latitude warming—that are
distinguishing indicators of this particular type of warming.
Recent evidence and model predictions suggest that global
mean surface temperature will rise sharply in the next cen-
tury and beyond. Climate Change 2007, the Fourth Assess-
ment Report of the Intergovernmental Panel on Climate
Change (IPCC 2007a, 2007b), gives a best estimate of the
global temperature increase over the coming century as from
1.8 to 4.0°C. Although this seems like a small change, it is
much more rapid than any changes that have occurred in the
past 10,000 years.

Global emissions of CO2 in 2006 were estimated to be
around 7.5 billion tons of carbon. It will be helpful to bring
this astronomical number down to the level of the individ-
ual. Suppose that you drive 10,000 miles a year in a car that
gets 28 miles per gallon. Your car will emit about 1 ton of
carbon per year. (While this book focuses on carbon weight,
other studies sometimes discuss emissions in terms of tons
of CO2, which has a weight 3.67 times the weight of carbon.
In this case, your automobile emissions are about 4 tons of
CO2 per year.) Or you might consider a typical U.S. house-
hold, which uses about 10,000 kilowatt-hours (kWh) of elec-
tricity each year. If this electricity were generated from coal,
it would release about 3 tons of carbon (or 11 tons of CO2)
per year. On the other hand, if the electricity were generated
from nuclear power, or if you rode a bicycle to work, the car-
bon emissions of these activities would be close to zero. In
all, the United States emits about 1.6 billion tons of carbon a
year, which is slightly more than 5 tons per person annually.
For the world, the emissions rate is about 1.25 tons per
person.

Summary for the Concerned Citizen 3
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The Economic Approach to 
Climate-Change Policy

This book uses an economic approach to weighing alternative
options for dealing with climate change. The essence of an
economic analysis is to convert or translate all economic
activities into a common unit of account and then to compare
different approaches by their impact on the total amount. The
units are generally the value of goods in constant prices (such
as 2005 U.S. dollars). However, the values are not really
money. Rather, they represent a standard bundle of goods and
services (such as $1,000 worth of food, $3,000 of housing,
$900 of medical services, and so forth). So we are really trans-
lating all activities into the number of such standardized
bundles.

To illustrate the economic approach, suppose that an
economy produces only corn. We might decide to reduce corn
consumption today and store it for the future to offset the
damages from climate change on future corn production. In
weighing this policy, we consider the economic value of corn
both today and in the future in order to decide how much corn
to store and how much to consume today. In a complete eco-
nomic account, “corn” would be all economic consumption. It
would include all market goods and services, as well as the
value of nonmarket and environmental goods and services.
That is, economic welfare—properly measured—should in-
clude everything that is of value to people, even if those things
are not included in the marketplace.

The central questions posed by economic approaches to
climate change are the following: How sharply should coun-
tries reduce CO2 and other GHG emissions? What should be
the time profile of emissions reductions? How should the

4 Summary for the Concerned Citizen
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reductions be distributed across industries and countries?
Other important and politically divisive issues concern how to
impose cuts on consumers and businesses. Should there be a
system of emissions limits imposed on firms, industries, and
nations? Or should emissions reductions be imposed primarily
through taxes on GHGs? What should be the relative contribu-
tions of rich and poor households or nations?

In practice, an economic analysis of climate change
weighs the costs of slowing climate change against the damages
of more rapid climate change. On the side of the costs of slow-
ing climate change, countries must consider whether, and by
how much, to reduce their GHG emissions. Reducing GHGs,
particularly if the reductions are to be deep, will primarily re-
quire taking costly steps to reduce CO2 emissions. Some steps
involve reducing the use of fossil fuels; others involve using
different production techniques or alternative fuels and
energy sources. Societies have considerable experience in em-
ploying different approaches to changing energy production
and use patterns. Economic history and analysis indicate that
it will be most effective to use the market mechanism, prima-
rily higher prices on carbon fuels, to give signals and provide
incentives for consumers and firms to change their energy
use and reduce their carbon emissions. In the longer run,
higher carbon prices will provide incentives for firms to
develop new technologies to ease the transition to a low-
carbon future.

On the side of climate damages, our knowledge is very
meager. For most of the time span of human civilizations,
global climatic patterns have stayed within a very narrow
range, varying at most a few tenths of a degree Celsius (°C)
from century to century. Human settlements, along with their
ecosystems and pests, have generally adapted to the climates

Summary for the Concerned Citizen 5
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and geophysical features they have grown up with. Economic
studies suggest that those parts of the economy that are insu-
lated from climate, such as air-conditioned houses and most
manufacturing operations, will be little affected directly by
climatic change during the next century or so.

However, those human and natural systems that are
“unmanaged,” such as rain-fed agriculture, seasonal snow-
packs and river runoffs, and most natural ecosystems, may be
significantly affected. Although economic studies in this area
are subject to large uncertainties, the best guess in this book is
that the economic damages from climate change with no inter-
ventions will be on the order of 2.5 percent of world output per
year by the end of the twenty-first century. The damages are
likely to be most heavily concentrated in low-income and
tropical regions such as tropical Africa and India. Although
some countries may benefit from climate change, there is likely
to be significant disruption in any area that is closely tied to
climate-sensitive physical systems, whether through rivers,
ports, hurricanes, monsoons, permafrost, pests, diseases,
frosts, or droughts.

The DICE Model of the Economics of 
Climate Change

The purpose of this book is to examine the economics of cli-
mate change in the framework of the DICE model, which is an
acronym for Dynamic Integrated model of Climate and the
Economy. The DICE model is the latest generation in a series
of models in this area. The model links the factors affecting
economic growth, CO2 emissions, the carbon cycle, climate
change, climatic damages, and climate-change policies. The
equations of the model are taken from different disciplines—

6 Summary for the Concerned Citizen
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economics, ecology, and the earth sciences. They are then run
using mathematical optimization software so that the eco-
nomic and environmental outcomes can be projected.

The DICE model views the economics of climate change
from the perspective of economic growth theory. In this ap-
proach, economies make investments in capital, education,
and technologies, thereby abstaining from consumption today,
in order to increase consumption in the future. The DICE
model extends this approach by including the “natural capital”
of the climate system as an additional kind of capital stock. By
devoting output to investments in natural capital through
emissions reductions, reducing consumption today, econo-
mies prevent economically harmful climate change and
thereby increase consumption possibilities in the future. In the
model, different policies are evaluated on the basis of their
contribution to the economic welfare (or, more precisely, con-
sumption) of different generations.

The DICE model takes certain variables as given or as-
sumed. These include, for each major region of the world,
population, stocks of fossil fuels, and the pace of technological
change. Most of the important variables are endogenous, or
generated by the model. The endogenous variables include
world output and capital stock, CO2 emissions and concentra-
tions, global temperature change, and climatic damages.
Depending upon the policy investigated, the model also gener-
ates the policy response in terms of emissions reductions or
carbon taxes (these are further discussed later). One of the
shortcomings of the DICE model is that, as in most other inte-
grated assessment models, technological change is exogenous
rather than produced in response to changing market forces.

The DICE model is like an iceberg. The visible part con-
tains a small number of mathematical equations that represent

Summary for the Concerned Citizen 7
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the laws of motion of output, emissions, climate change, and
economic impacts. Yet beneath the surface, so to speak, these
equations rest upon hundreds of studies of the individual
components made by specialists in the natural and social
sciences.

Good modeling practice in the area of climate change,
as in any area, requires that the components of the model be
accurate on the scale that is used. The DICE model contains a
representation of each of the major components required for
understanding climate change during the coming decades.
Each of the components is a submodel that draws upon the re-
search in that area. For example, the climate module uses the
results of state-of-the-art climate models to project climate
change as a function of GHG emissions. The impacts module
draws upon the many studies of the impacts of climate change.
The submodels used in the DICE model cannot produce the
regional, industrial, and temporal details that are generated by
the large specialized models. However, the small submodels
have the advantage that, while striving to accurately represent
the current state of knowledge, they can easily be modified.
Most important, they are sufficiently concise that they can be
incorporated into an integrated model that links all the major
components.

For most of the submodels of the DICE model, such as
those concerning climate or emissions, there are multiple ap-
proaches and sometimes heated controversies. In all cases, we
have taken the scientific consensus for the appropriate models,
parameters, or growth rates. In some cases, such as the long-
run response of global mean temperature to a doubling of at-
mospheric CO2, there is a long history of estimates and
analyses of the uncertainties. In other areas, such as the impact
of climate change on the economy, the central tendency and

8 Summary for the Concerned Citizen
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uncertainties are much less well understood, and we have less
confidence in the assumptions. For example, the impacts of fu-
ture climate change on low-probability but potentially cata-
strophic events, such as melting of the Greenland and
Antarctic ice caps and a consequent rise in sea level of several
meters, are imperfectly understood. The quantitative and pol-
icy implications of such uncertainties are addressed at the end
of this summary.

The major advantage of using integrated assessment
models like the DICE model is that questions about climate
change can be answered in a consistent framework. The rela-
tionships that link economic growth, GHG emissions, the car-
bon cycle, the climate system, impacts and damages, and
possible policies are exceedingly complex. It is extremely diffi-
cult to consider how changes in one part of the system will af-
fect other parts of the system. For example, what will be the
effect of higher economic growth on emissions and tempera-
ture trajectories? What will be the effect of higher fossil-fuel
prices on climate change? How will the Kyoto Protocol or car-
bon taxes affect emissions, climate, and the economy? The
purpose of integrated assessment models like the DICE model
is not to provide definitive answers to these questions, for no
definitive answers are possible, given the inherent uncertainties
about many of the relationships. Rather, these models strive to
make sure that the answers at least are internally consistent
and at best provide a state-of-the-art description of the im-
pacts of different forces and policies.

The Discount Rate

One economic concept that plays an important role in the
analysis is the discount rate. In choosing among alternative

Summary for the Concerned Citizen 9
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trajectories for emissions reductions, we need to translate
future costs into present values. We put present and future
goods into a common currency by applying a discount rate on
future goods. The discount rate is generally positive, but in sit-
uations of decline or depression it might be negative. Note
also that the discount rate is calculated as a real discount rate
on a bundle of goods and is net of inflation.

In general, we can think of the discount rate as the rate
of return on capital investments. We can describe this concept
by changing our one-commodity economy from corn to trees.
Trees tomorrow (or, more generally, consumption tomor-
row) have a different “price” than trees or consumption today
because through production we can transform trees today
into trees tomorrow. For example, if trees grow costlessly at a
rate of 5 percent a year, then from a valuation point of view
105 trees a year from now is the economic equivalent of 100
trees today. That is, 100 trees today equal 105 trees tomorrow
discounted by 1�.05. Therefore, to compare different poli-
cies, we take the consumption flows for each policy and apply
the appropriate discount rate. We then sum the discounted
values for each period to get the total present value. Under the
economic approach, if a stream of consumption has a higher
present value under policy A than under policy B, then A is
the preferred policy.

The choice of an appropriate discount rate is particularly
important for climate-change policies because most of the
impacts are far in the future. The approach in the DICE model
is to use the estimated market return on capital as the
discount rate. The estimated discount rate in the model aver-
ages 4 percent per year over the next century. This means that
$1,000 worth of climate damages in a century is valued at $20
today. Although $20 may seem like a very small amount,

10 Summary for the Concerned Citizen
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it reflects the observation that capital is productive. Put differ-
ently, the discount rate is high to reflect the fact that invest-
ments in reducing future climate damages to corn and trees
should compete with investments in better seeds, improved
equipment, and other high-yield investments. With a higher
discount rate, future damages look smaller, and we do less
emissions reduction today; with a lower discount rate, future
damages look larger, and we do more emissions reduction to-
day. In thinking of long-run discounting, it is always useful to
remember that the funds used to purchase Manhattan Island
for $24 in 1626, when invested at a 4 percent real interest rate,
would bring you the entire immense value of land in Manhat-
tan today.

The Prices of Carbon Emissions and 
Carbon Taxes

Another key concept in the economics of climate change is the
“carbon price,” or, more precisely, the price that is attached to
emissions of carbon dioxide. One version of a carbon price is
the “social cost of carbon.” This measures the cost of carbon
emissions. More precisely, it is the present value of additional
economic damages now and in the future caused by an addi-
tional ton of carbon emissions. We estimate that the social
cost of carbon with no emissions limitations is today and in
today’s prices approximately $30 per ton of carbon for our
standard set of assumptions. Therefore, in the automobile
case discussed earlier, the total social cost or discounted dam-
ages from driving 10,000 miles would be $30, while the total
social cost from the coal-generated electricity used by a typical
U.S. household would be $90 per year. The annual social cost
per capita of all CO2 emissions for the United States would be

Summary for the Concerned Citizen 11
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about $150 per person (5 tons of carbon � $30 per ton). From
an economic point of view, CO2 emissions are an “external-
ity,” meaning that the driver or household is imposing these
costs on the rest of the world today and in the future without
paying the costs of these emissions.

In a situation where emissions are limited, it is useful to
think of the market signal as a “carbon price.” This repre-
sents the market price or penalty that would be paid by those
who use the fossil fuels and thereby generate the CO2 emis-
sions. The carbon price might be imposed via a “carbon tax,”
which is like a gasoline tax or a cigarette tax except that it is
levied on the carbon content of purchases. The units here are
2005 U.S. dollars per ton of carbon or CO2. (Because of the
different weights, to convert from dollars per ton of carbon
to dollars per ton of CO2 requires multiplying the dollars per
ton of carbon by 3.67.) For example, if a country wished to
impose a carbon tax of $30 per ton of carbon, this would in-
volve a tax on gasoline of about 9 cents per gallon. Similarly,
the tax on coal-generated electricity would be about 1 cent
per kWh, or 10 percent of the current retail price. At current
levels of carbon emissions in the United States, a tax of $30
per ton of carbon would generate $50 billion of revenue
per year.

Another situation where a market price of carbon arises
is in a “cap-and-trade” system. Cap-and-trade systems are the
standard design for global-warming policies today, for exam-
ple, under the Kyoto Protocol or under California’s proposal
for a state policy. Under this approach, total emissions are
limited by governmental regulations (the cap), and emissions
permits that sum to the total are allocated to firms and other
entities or are auctioned. However, those who own the per-
mits are allowed to sell them to others (the trade).

12 Summary for the Concerned Citizen
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Trading emissions permits is one of the great innovations
in environmental policy. The advantage of allowing trade is
that some firms can reduce emissions more economically than
others. If a firm has extremely high costs of reducing emis-
sions, it is more efficient for that firm to purchase permits
from firms whose emissions reductions can be made more in-
expensively. This system has been widely used for environ-
mental permits and is currently in use for CO2 in the European
Union (EU). As of the summer of 2007, permits in the EU were
selling for about e20 per ton of CO2, the equivalent of about
$100 per ton of carbon.

Major Results

This book begins with an analysis of the likely future trajectory
of the economy and the climate system if no significant emis-
sions reductions are imposed, which we call the “baseline
case.” Our modeling projections indicate a rapid continued in-
crease in CO2 emissions from 7.4 billion tons of carbon per
year in 2005 to 19 billion tons per year in 2100. The model’s
projected carbon emissions imply a rapid increase in atmos-
pheric concentrations of CO2 from 280 parts per million
(ppm) in preindustrial times to 380 ppm in 2005 and to
685 ppm in 2100.

Measured mean global surface temperature in 2005 in-
creased by 0.7°C relative to 1900 levels and is projected in the
DICE model to increase by 3.1°C in 2100 relative to 1900.
Although the longer-run future is subject to very great uncer-
tainties, the DICE model’s projected baseline increase in tem-
perature for 2200 relative to 1900 is very large, 5.3°C. The
climate changes associated with these temperature changes
are estimated to increase damages by almost 3 percent of
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global output in 2100 and by close to 8 percent of global out-
put in 2200.

This book analyzes a wide range of alternative policy re-
sponses to global warming. We start with an idealized policy
that we label the “optimal” economic response. This is a pol-
icy in which all countries join to reduce GHG emissions in a
fashion that is efficient across industries, countries, and time.
The general principle behind the concept of the efficient pol-
icy is that the marginal costs of reducing CO2 and other
GHGs should be equalized in each sector and country; fur-
thermore, in every year the marginal cost should be equal to
the marginal benefit in lower future damages from climate
change.

According to our estimates, efficient emissions reduc-
tions follow a “policy ramp” in which policies involve modest
rates of emissions reductions in the near term, followed by
sharp reductions in the medium and long terms. Our estimate
of the optimal emissions-reduction rate for CO2 relative to the
baseline is 15 percent in the first policy period, increasing to
25 percent by 2050 and 45 percent by 2100. This path reduces
CO2 concentrations, and the increase in global mean temper-
ature relative to 1900 is reduced to 2.6°C for 2100 and 3.4°C
for 2200. (We pause to note that these calculations measure
the emissions-reduction rates relative to the calculated base-
line or no-controls emissions scenario. In most policy appli-
cations, the reductions are calculated relative to a historical
baseline, such as, for the Kyoto Protocol, 1990 emissions
levels. For example, when the German government proposed
global emissions reductions of 50 percent by 2050 relative to
1990, this represented an 80 percent cut relative to the DICE
model’s calculated baseline because that baseline is projected
to grow over the period from 1990 to 2050.)
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The efficient climate-change policy would be relatively
inexpensive and would have a substantial impact on long-run
climate change. The net present-value global benefit of the op-
timal policy is $3 trillion relative to no controls. This total in-
volves $2 trillion of abatement costs and $5 trillion of reduced
climatic damages. Note that even after the optimal policy has
been taken, there will still be substantial residual damages
from climate change, which we estimate to be $17 trillion.
More of the climate damages are not eliminated because the
additional abatement would cost more than the additional
reduction in damages.

An important result of the DICE model is to estimate the
“optimal carbon price,” or “optimal carbon tax.” This is the
price on carbon emissions that balances the incremental costs
of reducing carbon emissions with the incremental benefits of
reducing climate damages. We calculate that the economically
optimal carbon price or carbon tax would be $27 per metric
ton in 2005 in 2005 prices. (If prices are quoted in prices for
carbon dioxide, which are smaller by a factor of 3.67, the opti-
mal tax is $7.40 per ton of CO2.)

We have examined several alternative approaches to
global-warming policies. One important set of alternatives
adds climatic constraints to the cost-benefit approach of the
optimal policy. For example, these approaches might add a
constraint that limits the atmospheric concentration of CO2

to two times its preindustrial level. Alternatively, the con-
straint might limit the global temperature increase to 2.5˚C.
We found that for most of the climatic-limits cases, the net
value of the policy is close to that of the optimal case. More-
over, the near-term carbon taxes that would apply to the cli-
matic limits, except for the very stringent cases, are close to
that of the economic optimum. For example, the 2005 carbon
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prices associated with CO2 doubling and the 2.5°C increase
are $29 and $31 per ton of carbon, respectively, compared
with $27 per ton for the pure optimum without climatic
limits.

This book also shows that the trajectory of optimal
carbon prices should rise sharply over the coming decades to
reflect rising damages and the need for increasingly tight re-
straints. This is the policy ramp for carbon prices. The opti-
mal price would rise steadily over time, at a rate between 2 and
3 percent per year in real terms, to reflect the rising damages
from climate change. In the optimal trajectory, the carbon
price would rise from $27 per ton of carbon in the first period
to $90 per ton of carbon by 2050 and $200 per ton of carbon
in 2100.

The upper limit on the carbon price would be deter-
mined by the price at which all uses of fossil fuels can be eco-
nomically replaced by other technologies. We designate this
level as the cost of the backstop technology. We estimate that
the upper limit will be around $1,000 per ton of carbon over
the next half century or so, but beyond that the projections
for technological options are extremely difficult.

It should be emphasized that these prices are the best
estimates, given current scientific and economic knowledge,
and should be adjusted in accordance with new scientific in-
formation. Note as well that the price trajectory would involve
a very substantial increase in the prices of fossil fuels over the
longer run. For coal, a carbon tax of $200 per ton would in-
volve a coal-price increase of 200 to 400 percent depending
upon the country, while for oil it would involve a price in-
crease of about 30 percent relative to a price of $60 per barrel.
This sharp increase in the prices of fossil fuels is necessary to
reduce their use and thereby reduce emissions. It also plays an
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important role in stimulating research, development, and
investments in low-carbon or zero-carbon substitute energy
sources.

The Importance of Efficient Policies

The results of this book emphatically point to the importance
of designing cost-effective policies and avoiding inefficient
policies. The term “cost-effective” denotes an approach that
achieves a given objective at minimum cost. For example, it
might be decided that a global temperature increase of 2.5°C
is the maximum that can be safely allowed without setting in
motion dangerous feedback effects. The economic approach
is to find ways to achieve this objective with the lowest cost to
the economy.

One important requirement—sometimes called “where-
efficiency”—is that the marginal costs of emissions reductions
be equalized across sectors and across countries. The only real-
istic way to achieve this is by imposing harmonized carbon
prices that apply everywhere, with no exempted or favored
sectors or excluded countries. One approach to price harmo-
nization is universal carbon taxes. The second approach is a
cap-and-trade system (or effectively linked multiple national
cap-and-trade systems) in which all countries and sectors par-
ticipate and all emissions are subject to trades.

A second requirement for efficiency is “when-
efficiency,” which requires that the timing of emissions reduc-
tions be efficiently designed. As described earlier, we estimate
that the when-efficiency carbon price should rise between 2
and 3 percent per year in real terms. When-efficiency is much
more difficult to estimate than where-efficiency because when-
efficiency depends upon the discount rate and the dynamics of
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the carbon cycle and the climate system, as well as the
economic damages from climate change.

All the policies that have been implemented to date fail
the tests of where- and when-efficiency. The analyses in this
book and several earlier studies indicate that the current Kyoto
Protocol is seriously flawed in its environmental rationale, is in-
efficiently designed, and is likely to be ineffective. For example,
in the current Kyoto Protocol, carbon prices are different across
countries, ranging from relatively high in Europe to zero in the
United States and developing countries. Moreover, within cov-
ered countries, some sectors are favored over others, and there
is no mechanism to guarantee an efficient allocation over time.
We estimate that the current Kyoto Protocol is extremely weak
and inefficient without U.S. participation. It is only about 0.02
as effective as the optimal policy in reducing climatic damages
and still incurs substantial abatement costs. Even if the United
States were to join the current Kyoto Protocol, this approach
would make only a small contribution to slowing global warm-
ing, and it would continue to be highly inefficient.

We have also analyzed several “ambitious” policies, such
as the one proposed in 2007 by the German government, a
proposal by Al Gore, and proposals generated using the objec-
tives in the Stern Review (Stern 2007). For example, the 2007
Gore proposal for the United States was for a 90 percent re-
duction in CO2 emissions below current levels by 2050, while
the 2007 German proposal was to limit global CO2 emissions
in 2050 to 50 percent of 1990 levels. These proposals have the
opposite problem to that of the current Kyoto Protocol. They
are inefficient because they impose excessively large emissions
reductions in the short run. According to the DICE model, they
imply carbon taxes rising to around $300 per ton of carbon in
the next two decades, and to the range of $600 to $800 per ton

18 Summary for the Concerned Citizen

_
_
_

35225_u01.qxd  2/20/08  5:36 PM  Page 18



by midcentury. To return to our earlier examples, a $700 car-
bon tax would increase the price of coal-fired electricity in the
United States by about 150 percent, and, at current levels of
CO2 emissions, it would impose a tax bill of $1,200 billion on
the U.S. economy. From an economic point of view, such a
high carbon tax would prove much more expensive than nec-
essary to achieve a given climate objective.

Our modeling results point to the importance of near-
universal participation in programs to reduce greenhouse
gases. Because of the structure of the costs of abatement, with
marginal costs being very low for the initial reductions but ris-
ing sharply for higher reductions, there are substantial excess
costs if the preponderance of sectors and countries are not
fully included. We preliminarily estimate that a participation
rate of 50 percent, as compared with 100 percent, will impose
an abatement-cost penalty of 250 percent. Even with the par-
ticipation of the top 15 countries and regions, consisting of
three-quarters of world emissions, we estimate that the cost
penalty is about 70 percent.

We have determined that a low-cost and environmen-
tally benign substitute for fossil fuels would be highly benefi-
cial. In other words, a low-cost backstop technology would
have substantial economic benefits. We estimate that such a
low-cost zero-carbon technology would have a net value of
around $17 trillion in present value because it would allow the
globe to avoid most of the damages from climate change. No
such technology presently exists, and we can only speculate
on it. It might be low-cost solar power, geothermal energy,
some nonintrusive climatic engineering, or genetically engi-
neered carbon-eating trees. Although none of these options is
currently feasible, the net benefits of zero-carbon substitutes
are so high as to warrant very intensive research.
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The Necessity of Raising Carbon Prices

Economics contains one fundamental inconvenient truth about
climate-change policy: For any policy to be effective in slow-
ing global warming, it must raise the market price of carbon,
which will raise the prices of fossil fuels and the products of
fossil fuels. Prices can be raised by limiting the number of
carbon-emissions permits that are available (cap-and-trade)
or by levying a tax (or some euphemism such as a “climate
damage charge”) on carbon emissions. Economics teaches us
that it is unrealistic to hope that major reductions in emis-
sions can be achieved by hope, trust, responsible citizenship,
environmental ethics, or guilt alone. The only way to have
major and durable effects on such a large sector for millions of
firms and billions of people and trillions of dollars of expendi-
ture is to raise the price of carbon emissions.

Raising the price of carbon will achieve four goals. First,
it will provide signals to consumers about what goods and
services are high-carbon ones and should therefore be used
more sparingly. Second, it will provide signals to producers
about which inputs use more carbon (such as coal and oil)
and which use less or none (such as natural gas or nuclear
power), thereby inducing firms to substitute low-carbon in-
puts. Third, it will give market incentives for inventors and
innovators to develop and introduce low-carbon products
and processes that can replace the current generation of tech-
nologies.

Fourth, and most important, a high carbon price will
economize on the information that is required to do all three
of these tasks. Through the market mechanism, a high carbon
price will raise the price of products according to their carbon
content. Ethical consumers today, hoping to minimize their
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“carbon footprint,” have little chance of making an accurate
calculation of the relative carbon use in, say, driving 250 miles
as compared with flying 250 miles. A harmonized carbon tax
would raise the price of a good proportionately to exactly the
amount of CO2 that is emitted in all the stages of production
that are involved in producing that good. If 0.01 of a ton of
carbon emissions results from the wheat growing and the
milling and the trucking and the baking of a loaf of bread,
then a tax of $30 per ton carbon will raise the price of bread by
$0.30. The “carbon footprint” is automatically calculated by
the price system. Consumers would still not know how much
of the price is due to carbon emissions, but they could make
their decisions confident that they are paying for the social
cost of their carbon footprint.

Because of the political unpopularity of taxes, it is
tempting to use subsidies for “clean” or “green” technologies
as a substitute for raising the price of carbon emissions. This
is an economic and environmental snare to be avoided. The
fundamental problem is that there are too many clean activi-
ties to subsidize. Virtually everything from market bicycles
to nonmarket walking has a low carbon intensity relative to
driving. There are simply insufficient resources to subsidize
all activities that are low emitters. Even if the resources were
available, the calculation of an appropriate subsidy for a par-
ticular activity would be a horrendously complicated task. An
additional problem is that the existence of subsidies encour-
ages a pell-mell race for benefits—an environmental form of
rent-seeking activity. Ethanol subsidies in the United States,
which are rapidly turning into an economic nightmare by
diverting precious agricultural resources to the inefficient
production of energy, are a case study in the folly of subsi-
dies. To some extent, subsidies are simply the attempt of those
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who have the responsibility to clean up their activities by re-
ducing emissions to place the fiscal burden elsewhere. Finally,
subsidies have the public-finance problem of requiring rev-
enues, which would involve raising the inefficiency of the tax
system.

There are exceptions to the general rule to avoid subsi-
dies in combating global warming. It is economically appro-
priate to subsidize activities such as invention, innovation,
and education—which are public goods rather than public
bads—through government funding or tax credits. For ex-
ample, the tax credit on research and development and gov-
ernment funding of basic research in energy science are
appropriate uses of the subsidy approach. But these are the
economic opposites of harmful activities such as the burn-
ing of fossil fuels.

Whether someone is serious about tackling the global-
warming problem can be readily gauged by listening to what
he or she says about the carbon price. Suppose you hear a
public figure who speaks eloquently of the perils of global
warming and proposes that the nation should move urgently
to slow climate change. Suppose that person proposes regu-
lating the fuel efficiency of cars, or requiring high-efficiency
lightbulbs, or subsidizing ethanol, or providing research sup-
port for solar power—but nowhere does the proposal raise
the price of carbon. You should conclude that the proposal is
not really serious and does not recognize the central eco-
nomic message about how to slow climate change. To a first
approximation, raising the price of carbon is a necessary and
sufficient step for tackling global warming. The rest is at best
rhetoric and may actually be harmful in inducing economic
inefficiencies.
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The Advantage of Carbon Taxes and 
Price-Type Approaches

If an effective climate-change policy requires raising the mar-
ket price of carbon emissions, then there are two alternative
approaches for doing so. The first is a price-type approach
such as carbon taxes, and the second is a quantity-type ap-
proach such as the cap-and-trade systems that are envisioned
in the Kyoto Protocol and most other policy proposals.

It is worth pausing here to describe an international sys-
tem for the price-type alternative. One approach is called
“harmonized carbon taxes.” Under this approach, all coun-
tries would agree to penalize carbon emissions in all sectors
at an internationally harmonized carbon price or carbon tax.
The carbon price might be determined by estimates of the
price necessary to limit GHG concentrations or temperature
changes below some level thought to trigger “dangerous inter-
ferences” with the climatic system (this is the term used in the
United Nations Framework Convention on Climate Change
as a goal of international climate policy). Alternatively, it might
be the price that would induce the estimated “optimal” level
of control. The results of this book suggest, as stated earlier, a
tax of around $27 per ton of carbon at present, rising at be-
tween 2 and 3 percent per year in real terms. Because carbon
prices would be equalized across countries and sectors, this
approach would satisfy where-efficiency. If the carbon-tax
trajectory grows at the appropriate rate, it will also satisfy the
rules for when-efficiency.

We have examined the relative advantages of the two
regimes and conclude that price-type approaches have many
advantages. One advantage of carbon taxes is that they can
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more easily and flexibly integrate the economic costs and ben-
efits of emissions reductions. The quantity-type approach in
the Kyoto Protocol has no discernible connection with ultimate
environmental or economic goals, although some recent revi-
sions, such as the 2007 German proposal, are linked to global
temperature objectives. The advantage of a price-type approach
is emphatically reinforced by the large uncertainties and evolv-
ing scientific knowledge in this area. Emissions taxes are more
efficient in the face of massive uncertainties because of the
relative linearity of the benefits compared with the costs. Quan-
titative limits will produce high volatility in the market price of
carbon under an emissions-targeting approach, as has already
been seen in the EU’s cap-and-trade system for CO2.

In addition, a tax approach allows the public to get the
revenues from restrictions more easily than allocational quanti-
tative approaches, and it may therefore be seen as fairer and can
minimize the distortions caused by the tax system. Because
taxes raise revenues (whereas allocations give the revenues to
the recipient), the public revenues can be used to soften the eco-
nomic impacts on lower-income households, to fund necessary
research on low-carbon energy, and to help poor countries
move away from high-carbon fuels. The tax approach also pro-
vides less opportunity for corruption and financial finagling
than quantitative limits because a price-type approach creates
no artificial scarcities to encourage rent-seeking behavior.

It should be noted that many recent successors to the
Kyoto Protocol that are being discussed propose auctioning
some or all of the emissions permits. This is an important in-
novation, for auctions raise revenues and therefore can have
the advantageous effect on tax efficiency of a carbon tax.
Moreover, there is a temptation in tax systems to grant ex-
emptions, thereby reducing their environmental integrity and
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cost-effectiveness, and quantitative systems have often been
more successful in being comprehensive within a country. The
major point to emphasize here is that whichever approach is
taken—quantitative or tax-based—the public should capture
the revenues through taxes or auctions, and there should be an
absolute minimum of exemptions.

Carbon taxes have the apparent disadvantage that they
do not steer the world economy toward a particular climatic
target, such as either a CO2 concentration or a global temper-
ature limit. People might worry that we need quantitative
emissions limits to ensure that the globe remains on the safe
side of “dangerous interferences” with the climate system.
However, this advantage of quantitative limits is probably il-
lusory. We do not currently know what emissions levels would
actually lead to dangerous interferences, or even if there are
dangerous interferences. We might make a huge mistake—
either on the high or the low side—and impose much too rigid
and expensive, or much too lax, quantitative limits. In other
words, whatever initial target we set is likely to prove incorrect
for either taxes or quantities. The major question is whether it
would prove easier to make periodic large adjustments to in-
correctly set harmonized carbon taxes or to incorrectly set ne-
gotiated emissions limits.

We conclude that more emphasis should be placed on in-
cluding price-type features in climate-change policy rather than
relying solely on quantity-type approaches such as cap-and-
trade schemes. A middle ground between the two is a hybrid,
called the “cap-and-tax” system, in which quantitative limits
are buttressed by a carbon tax along with a safety valve that pre-
vents excessively high carbon prices. An example of a hybrid
plan would be a cap-and-trade system with an initial carbon
tax of $30 per ton along with a provision for firms to purchase
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additional permits at a penalty price of $45 per ton of carbon.
This hybrid plan would combine some of the advantages of
both price and quantity approaches.

Tax Bads Rather than Goods

Taxes are almost a four-letter word in the American political
lexicon. But the discussion of taxes sometimes makes a funda-
mental mistake in failing to distinguish between different
kinds of taxes. Some people have objected to carbon taxes be-
cause, they argue, taxes lead to economic inefficiencies. While
this analysis is generally correct for taxes on “goods” like con-
sumption, labor, and savings, it is incorrect for taxes on
“bads” like CO2 emissions.

Taxes on labor distort people’s decisions about how
much to work and when to retire, and these distortions can
be costly to the economy. Taxes on bads like CO2 are precisely
the opposite; they serve to remove implicit subsidies on harm-
ful or wasteful activities. Allowing people to emit CO2 into the
atmosphere for free is similar to allowing people to smoke in a
crowded room or dump trash in a national park. Carbon taxes
therefore enhance efficiency because they correct market dis-
tortions that arise when people do not take into account the
external effects of their energy consumption. If the economy
could replace inefficient taxes on goods like food and leisure
with efficient taxes on bads like carbon emissions, there would
be significant improvements in economic efficiency.

Two Cautionary Notes

We close with two cautionary notes. First, it is important to
recognize that this book represents only one perspective on
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how to approach climate change. It is a limited perspective
because it uses economics to examine alternative approaches,
and it is further narrowed because it represents the viewpoint
of one person with all the blinders, cognitive constraints, and
biases involved in individual research. There are many other
perspectives through which to analyze approaches for slowing
global warming. These perspectives differ in normative as-
sumptions, estimated behavioral structures, scientific data and
modeling, levels of aggregation, treatment of uncertainty, and
disciplinary background. No sensible policymaker would base
the globe’s future on a single model, a single set of computer
runs, a single viewpoint, or a single national, ethical, or disci-
plinary perspective. Sensible decision making requires a ro-
bust set of alternative scenarios and sensitivity analyses. But
this is the role of committees and panels, not of individual
scholars.

A second reservation concerns the profound uncertain-
ties that are involved at every stage of modeling global warm-
ing. We are uncertain about the growth of output over the next
century and beyond, about what energy systems will be devel-
oped in the decades ahead, about the pace of technological
change in substitutes for carbon fuels or in carbon-removal
technologies, about the climatic reaction to rising concentra-
tions of GHGs, and perhaps most of all about the economic
and ecological responses to a changing climate.

This book takes the standard economic approach to un-
certainty known as the expected utility model, which relies
on an assessment with subjective or judgmental probabilities.
This approach uses the best available information on the level
and uncertainties for the major variables to determine how
the presence of uncertainty might change our policies relative
to a best-guess policy. (The “best guess” is shorthand for basing
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our model on the mean or expected values of the parameters
of the model.) This approach assumes that there are no gen-
uinely catastrophic outcomes that would wipe out the human
species or destroy the fabric of human civilizations. Estimating
the likelihood of, and dealing with, potentially catastrophic
outcomes is one of the continuing important subjects of re-
search for the natural and social sciences.

Based on the expected utility model, one finding of the
uncertainty analysis in this book is that the best-guess policy is
a good approximation to the expected-value policy. There ap-
pears to be no empirical ground for paying a major risk pre-
mium for future uncertainties beyond what would be justified
by the averages (subject to the caveats about catastrophic out-
comes in the preceding paragraph).

At the same time, we must emphasize that, based on our
formal analysis of uncertainty, we have relatively little confi-
dence in our projections beyond 2050. For example, in our
uncertainty analysis, we project the “two-sigma” error bands
for several variables on the basis of scientific and economic
uncertainties about the various parameters and systems (the
two-sigma error band is the range within which we believe the
true figure lies with 68 percent confidence). Our estimate is
that the two-sigma band for global mean temperature in-
crease by 2100 is 1.9°C to 4.1°C. A similar calculation for the
current social cost of carbon in the baseline projection lies be-
tween $10 and $41 per ton of carbon. These pervasive uncer-
tainties are one of the most difficult features of dealing with
climate change.

The final message of this book is a simple one: Global
warming is a serious problem that will not solve itself. Coun-
tries should take cooperative steps to slow global warming.
There is no case for delay. The most fruitful and effective
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approach is for countries to put a harmonized price—perhaps
a steep price—on greenhouse-gas emissions, primarily those
of carbon dioxide resulting from the combustion of fossil fu-
els. Although other measures might usefully buttress this pol-
icy, placing a near-universal and harmonized price or tax on
carbon is a necessary and perhaps even a sufficient condition
for reducing the future threat of global warming.
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General Background on Global Warming

Before getting into modeling details, it will be useful to sketch
the scientific basis for concerns about global warming, as re-
viewed by the IPCC’s Climate Change 2007: The Physical
Science Basis (IPCC 2007b). As a result of the buildup of at-
mospheric greenhouse gases (GHGs), it is expected that sig-
nificant climate changes will occur in the coming decades and
beyond. The major industrial GHGs are carbon dioxide
(CO2), methane, ozone, nitrous oxides, and chlorofluorocar-
bons (CFCs).

The most important GHG is CO2, whose emissions have
risen rapidly in recent decades. The atmospheric concentra-
tion of carbon dioxide of 380 parts per million (ppm) in 2005
far exceeds the range over the past 650,000 years (estimated
to be between 180 and 300 ppm). Current calculations from
climate models are that doubling the amount of CO2 or the
equivalent in the atmosphere compared with preindustrial
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levels will in equilibrium lead to an increase in the global sur-
face temperature of 2 to 4.5°C, with a best estimate of about
3°C. The suite of models and emissions scenarios used by the
IPCC produces a range of temperature change over the twenty-
first century of between 1.8 and 4.0°C. Other projected effects
are increases in precipitation and evaporation, an increase in
extreme events such as hurricanes, and a rise in sea levels of
0.2 to 0.6 meters during this century. Some models also predict
regional shifts, such as hotter and drier climates in midconti-
nental regions, such as the U.S. Midwest. Climate monitoring
indicates that actual global warming is occurring in line with
scientific predictions.1

Although scientists have been analyzing global warming
for more than half a century, nations took the first formal steps
to slow global warming about 15 years ago under the United
Nations Framework Convention on Climate Change. The first
binding international agreement on climate change, the Kyoto
Protocol, came into effect in 2005, and the first period for
emissions reductions, 2008–2012, is at hand. The framework
for implementing the Protocol is most solidly institutionalized
in the European Union’s Emissions Trading Scheme (EU ETS;
European Commission 2006), which covers almost half of Eu-
rope’s CO2 emissions.2

Notwithstanding its successful implementation, the
Kyoto Protocol is widely seen as a troubled institution. Early
problems appeared with the failure to include the major de-
veloping countries, the lack of an agreed-upon mechanism to
include new countries, and an agreement that is limited to a
single period. The major blow came when the United States
withdrew from the treaty in 2001. Whereas 66 percent of 1990
world emissions were included in the original Protocol, that
number declined to 32 percent in 2002 with the withdrawal of

Background and Description of the DICE Model 31

_
_
_

35225_u01.qxd  2/20/08  5:36 PM  Page 31



the United States and strong economic growth in excluded
countries, largely the developing nations of the world. Strict
enforcement of the Kyoto Protocol is likely to be observed
primarily in those countries and industries covered by the EU
ETS, and their emissions today account for only about 8 per-
cent of the global total. If the current Protocol is extended at
current emissions levels, models indicate that it will have little
impact on global climate change.3

Nations are now beginning to consider the structure of
climate-change policies for the period after 2008–2012. Some
countries, states, cities, companies, and even universities are
adopting their own climate-change policies. Most global-
warming policies adopted by U.S. states or considered by the
U.S. federal government contain some mixture of emissions
limits and technology standards. Is the Kyoto Protocol a vi-
able long-term approach to this long-term problem? Are
there alternatives that might reduce global warming more ef-
ficiently? What are the costs and benefits of alternative ap-
proaches? I consider these questions in this book.

Economic Sectors in the DICE-2007 Model

We next turn to a verbal description of the DICE-2007 model,
after which we provide the detailed equations.4 The DICE
model views the economics of climate change from the per-
spective of neoclassical economic growth theory. In this
approach, economies make investments in capital, education,
and technologies, thereby abstaining from consumption to-
day, in order to increase consumption in the future. The DICE
model extends this approach by including the “natural capi-
tal” of the climate system as an additional kind of capital
stock. In other words, we can view concentrations of GHGs as
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negative natural capital, and emissions reductions as invest-
ments that raise the quantity of natural capital. By devoting
output to emissions reductions, economies reduce con-
sumption today but prevent economically harmful climate
change and thereby increase consumption possibilities in
the future.

The DICE model is a global model that aggregates differ-
ent countries into a single level of output, capital stock, tech-
nology, and emissions. The estimates for the global aggregates
are built up from data that include all major countries, and
the specification allows for differentiated responses and tech-
nological growth. A parallel research effort, jointly with Zili
Yang, is devoted to a multiregion version of the DICE model.
That effort is called the RICE model (for Regional Integrated
model of Climate and the Economy). The advantage of the
DICE model is that the basic trends and trade-offs can be cap-
tured reasonably accurately, and the underlying model is
much more transparent and easily modified by researchers.

In the DICE model, the world is assumed to have a well-
defined set of preferences, represented by a “social welfare
function,” which ranks different paths of consumption. The
social welfare function is increasing in the per capita consump-
tion of each generation, with diminishing marginal utility of
consumption. The importance of a generation’s per capita
consumption depends on the size of the population. The rela-
tive importance of different generations is affected by two
central normative parameters: the pure rate of time preference
and the elasticity of the marginal utility of consumption (the
“consumption elasticity” for short). These two parameters in-
teract to determine the discount rate on goods, which is criti-
cal for intertemporal economic choices. In the modeling, we
set the parameters to be consistent with observed economic
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outcomes as reflected by interest rates and rates of return on
capital.

The consumption path is constrained by both economic
and geophysical relationships. The economy has two major de-
cision variables in the model: the overall savings rate for physi-
cal capital and the emissions-control rate for greenhouse gases.

We begin with the standard neoclassical decisions about
capital accumulation and then consider the geophysical con-
straints. There is a single commodity, which can be used for
either consumption or investment. Consumption should be
viewed broadly to include not only food and shelter but also
nonmarket environmental amenities and services. Each re-
gion is endowed with initial stocks of capital and labor and an
initial and region-specific level of technology. Population
growth and technological change are region-specific and ex-
ogenous, while capital accumulation is determined by opti-
mizing the flow of consumption over time. Regional outputs
and capital stocks are aggregated using purchasing-power-
parity (PPP) exchange rates.

Output is produced by a Cobb-Douglas production func-
tion in capital, labor, and energy. Energy takes the form of
either carbon-based fuels (such as coal) or non-carbon-based
technologies (such as solar or geothermal energy or nuclear
power). Technological change takes two forms: economy-
wide technological change and carbon-saving technological
change. Carbon-saving technological change is modeled as
reducing the ratio of CO2 emissions to output. Both forms
of technological change are exogenous in the current version
of the DICE model. This is a serious limitation, particularly
for carbon-saving technological change, because changing
carbon prices are likely to induce research and development
on new energy technologies. However, robust modeling of
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induced technological change has proven extremely difficult,
and to date no reliable modeling specification for a DICE-
type model has been developed.

Carbon fuels are limited in supply. Substitution of non-
carbon fuels for carbon fuels takes place over time as carbon-
based fuels become more expensive, either because of resource
exhaustion or because policies are taken to limit carbon emis-
sions. One of the new features of this round of the DICE
model is an explicit inclusion of a backstop technology for
noncarbon energy. This technology allows for the complete
replacement of all carbon fuels at a price that is relatively high
but declines over time.

Geophysical Sectors

The major differentiating feature of the DICE model is the
inclusion of several geophysical relationships that link the
economy with the different factors affecting climate change.
These relationships include the carbon cycle, a radiative-
forcing equation, climate-change equations, and a climate-
damage relationship.

In the DICE-2007 model, the only GHG that is subject
to controls is industrial CO2. This reflects the view that CO2

is the major contributor to global warming and that other
GHGs are likely to be controlled in different ways (chloroflu-
orocarbons are a useful example). Other GHGs are included
as exogenous trends in radiative forcing; these include prima-
rily CO2 emissions from land-use changes, other well-mixed
GHGs, and aerosols.

CO2 emissions are projected as a function of total out-
put, a time-varying emissions-output ratio, and an emissions-
control rate. The emissions-output ratio is estimated for
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individual regions and is then aggregated to the global ratio.
The emissions-control rate is determined by the climate-
change policy under examination. The cost of emissions re-
ductions is parameterized by a log-linear function that is
calibrated to recent studies of the cost of emissions reduc-
tions.

The carbon cycle is based upon a three-reservoir model
calibrated to existing carbon-cycle models and historical data.
We assume that there are three reservoirs for carbon: the at-
mosphere, a quickly mixing reservoir in the upper oceans and
the biosphere, and the deep oceans. Carbon flows in both di-
rections between adjacent reservoirs. The mixing between the
deep oceans and other reservoirs is extremely slow.

The climate equations are a simplified representation
that includes an equation for radiative forcing and two equa-
tions for the climate system. The radiative-forcing equation
calculates the impact of the accumulation of GHGs on the ra-
diation balance of the globe. The climate equations calculate
the mean surface temperature of the globe and the average
temperature of the deep oceans for each time-step. These
equations draw upon and are calibrated to large-scale general
circulation models of the atmosphere and ocean systems. The
structure of these equations is largely unchanged from earlier
DICE models, although the parameters have been updated
and the timing has been refined.

The final issue involves the economic impact of climate
change, which is thorniest issue in climate-change economics.
Estimates of economic impacts are indispensable for making
sensible decisions about the appropriate balance between
costly emissions reductions and climate damages. However,
providing reliable estimates of the damages from climate
change over the long run has proven extremely difficult. This
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book relies on estimates from earlier syntheses of the dam-
ages, with updates in light of more recent information. The
basic assumption is that the damages from gradual and small
climate changes are modest, but the damages rise nonlinearly
with the extent of climate change. These estimates also assume
that the damages are likely to be relatively larger for poor,
small, and tropical countries than for rich, large, and midlati-
tude countries.
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This chapter presents the mathematical structure of the DICE-
2007 model. We begin with the objective function, next pres-
ent the economic relationships, and end with the geophysical
equations. The major changes since the last generation of
RICE-DICE models are described in the last part of the chap-
ter. The equations of the DICE-2007 model are listed in the
Appendix. We will refer to the Appendix equations as we pro-
ceed with this discussion.

Before beginning this technical description, we should
note that our research was undertaken primarily on the basis
of the Third Assessment Reports of the IPCC but before the
landmark Fourth Assessment Reports of the IPCC were pub-
lished. Some of the modeling was informed by the “Summary
for Policymakers” (IPCC 2007a), and the full report on sci-
ence (IPCC 2007b) was reviewed before the final draft was
prepared. As of the final draft, the full reports on impacts and
mitigation were not available.

III
Derivation of the Equations of

the DICE-2007 Model
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Objective Function

The DICE model assumes that economic and climate policies
should be designed to optimize the flow of consumption over
time. Consumption should be interpreted as “generalized con-
sumption,” which includes not only traditional market goods
and services like food and shelter but also nonmarket items
such as leisure, health status, and environmental services.

The mathematical representation of this assumption is
that policies are chosen to maximize a social welfare function
that is the discounted sum of the population-weighted utility
of per capita consumption. Equation (A.1) is the mathematical
statement of the objective function. This representation is a
standard one in modern theories of optimal economic growth.

A number of further assumptions underlie this choice of
an objective function. First, it involves a specific representation
of the value or “utility” of consumption. Equation (A.3) shows
that the utility in each period is an isoelastic function of per
capita consumption. This form assumes a constant elasticity of
the marginal utility of consumption, �. We calibrate � in con-
junction with the pure rate of time preference, as discussed later.
Second, this specification assumes that the value of consump-
tion in a period is proportional to the population. Third, this ap-
proach applies a discount on the economic well-being of future
generations, as is defined in equation (A.2). In this specification,
we designate the pure rate of social time preference, �, as the dis-
count rate that provides the welfare weights of the utilities of dif-
ferent generations. This specification is different from that in
earlier DICE-RICE models, as is explained in the next section.

We should add a note about interpretation of the equilib-
rium in the DICE model. We have specified the baseline or
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no-controls case so that, from a conceptual point of view,
it represents the outcome of market and policy factors as they
currently exist. In other words, the baseline model is an at-
tempt to project from a positive perspective the levels and
growth of major economic and environmental variables as
they would occur with no climate-change policies. Putting this
in technical language, the prices and incomes in the baseline
run should be interpreted as “Negishi prices and incomes,”
which means that they are prices and incomes that are consis-
tent with the competitive-market equilibrium. The analysis
does not make any case for the social desirability of the distri-
bution of incomes over space or time of existing conditions,
any more than a marine biologist makes a moral judgment on
the equity of the eating habits of marine organisms.

The calculations of the potential improvements in world
welfare from efficient climate-change policies examine poten-
tial improvements within the context of the existing distribu-
tion of income and investments across space and time. There
may be other improvements—in environmental policies, in
military policies, in tax or transfer programs, or in interna-
tional aid programs—that would improve the human condi-
tion, perhaps even more than the policies we consider. To
make improvements in the area studied here does not deny
injustice, inequality, or folly in other areas or the scope for
other policies. But we must limit the scope of this book to
what is already a sufficiently complex area.

Economic Variables

The next set of equations determines the evolution of world
output over time. Population and the labor force are exoge-
nous. These are simplified to logistic-type equations in which
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the growth of population in the first decade is given and the
growth rate declines so that total population approaches a
limit of 8.5 billion. This is slightly below the middle estimate
of the United Nations’ long-term projection, but it is cali-
brated to match the recent stochastic International Institute
of Applied Systems Analysis (IIASA) projections.1

Production is represented by a modification of a stan-
dard neoclassical production function. The underlying popu-
lation and output estimates are aggregated from a 12-region
model. Outputs are measured in purchasing-power-parity
(PPP) exchange rates using International Monetary Fund
(IMF) estimates.2 Total output for each region is projected
using a partial convergence model, and the outputs are then
aggregated to the world total. The regional and global produc-
tion functions are assumed to be constant-returns-to-scale
Cobb-Douglas production functions in capital, labor, and
Hicks-neutral technological change. The global aggregate is
shown in equation (A.4) as follows:

(A.4) Q(t) � �(t)[1 � �(t)]A(t)K(t)�L(t)1��

The additional variables in the production function are
�(t) and �(t), which represent climate damages and abate-
ment costs, shown in equations (A.5) and (A.6). The damage
function assumes that damages are proportional to world
output and are polynomial functions of global mean tempera-
ture change. The aggregate damage curve is built up from esti-
mates of the damages of the 12 regions, including assumed
sectoral change and underlying income elasticities of different
outputs. It includes estimated damages to major sectors such
as agriculture, the cost of sea-level rise, adverse impacts on
health, and nonmarket damages, as well as estimates of the
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potential costs of catastrophic damages.3 It is clear that this
equation is extremely conjectural, given the thin base of em-
pirical studies on which it rests.

The abatement-cost equation is a reduced-form-type
model in which the costs of emissions reductions are a func-
tion of the emissions-reduction rate, �(t). The abatement-
cost function assumes that abatement costs are proportional
to global output and to a polynomial function of the reduc-
tion rate. The cost function is estimated to be highly convex,
indicating that the marginal cost of reductions rises from zero
more than linearly with the reductions rate.

A new feature of the DICE-2007 model is that it explicitly
includes a backstop technology, which is a technology that can
replace all fossil fuels. The backstop technology could be one
that removes carbon from the atmosphere or an all-purpose
environmentally benign zero-carbon energy technology. It
might be solar power, or nuclear-based hydrogen, or some
as-yet-undiscovered source. The backstop price is assumed to
be initially high and to decline over time with carbon-saving
technological change. The backstop technology is introduced
into the model by setting the time path of the parameters in the
abatement-cost equation (A.6) so that the marginal cost of
abatement at a control rate of 100 percent is equal to the back-
stop price for each year.4

The next three equations, (A.7) through (A.9), are stan-
dard accounting equations that include the definition of con-
sumption, per capita consumption, and the capital balance
equation. The final two equations in the economic block are
the emissions equation and the resource constraint on carbon
fuels. Uncontrolled industrial CO2 emissions in equation
(A.10) are given by a level of carbon intensity, 	 (t), times
world output. Actual emissions are then reduced by the
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emissions-reduction rate, �(t), described earlier. The carbon
intensity is taken to be exogenous and is built up from emissions
estimates of the 12 regions, whereas the emissions-reduction
rate is the control variable in the different experiments. Equa-
tion (A.11) is a limitation on total resources of carbon fuels.
The DICE model assumes that incremental extraction costs
are zero and that carbon fuels are optimally allocated over
time by the market, producing the optimal Hotelling rents.

Geophysical Equations

The next equations (A.12 to A.18) link economic activity and
greenhouse-gas emissions to the carbon cycle, radiative forc-
ings, and climate change. These relationships have proved a
major challenge because of the need to simplify what are inher-
ently complex dynamics into a small number of equations that
can be used in an integrated economic-geophysical model. As
with the economics, the modeling philosophy for the geophysi-
cal relationships has been to use parsimonious specifications so
that the theoretical model is transparent and the optimization
model is empirically and computationally tractable.

Equation (A.12) provides the relationship between eco-
nomic activity and greenhouse-gas emissions. In the DICE-2007
model, only industrial CO2 emissions are endogenous. The
other GHGs (including CO2 arising from land-use changes)
are exogenous and are projected on the basis of studies by
other modeling groups.

The carbon cycle is represented by a three-reservoir
model calibrated to existing carbon-cycle models, similar to
the treatment in DICE/RICE-1999. There are three reservoirs
for carbon: the atmosphere, a quickly mixing reservoir in the
upper oceans and the biosphere, and the deep oceans. The
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deep oceans provide a finite, albeit vast, sink for carbon in the
long run. Each of the three reservoirs is assumed to be well
mixed in the short run, while the mixing between the upper
reservoirs and the deep oceans is assumed to be extremely
slow. Equations (A.13) through (A.15) are the equations of
the carbon cycle. These equations have been modified since
the last round to remove a problem with the lag structure. We
have calibrated the parameters to match the carbon cycle in
the Model for the Assessment of Greenhouse Gas Induced Cli-
mate Change (MAGICC).5

The next step concerns the relationship between the ac-
cumulation of GHGs and climate change. These equations use
the same specifications as the original DICE/RICE models.
Climate modelers have developed a wide variety of approaches
for estimating the impact of rising GHGs on climatic variables.
On the whole, existing research models are much too complex
to be included in economic models, particularly ones that are
used for optimization. Instead, we employ a small structural
model that captures the basic relationship between GHG
concentrations, radiative forcing, and the dynamics of climate
change.

Accumulations of GHGs lead to warming at the earth’s
surface through increases in radiative forcing. The relation-
ship between GHG accumulations and increased radiative
forcing is derived from empirical measurements and climate
models, as shown in equation (A.16). The major part of
warming is due to CO2, while the balance is exogenous forcing
from other long-lived greenhouse gases, aerosols, ozone, and
other factors. The DICE model treats other greenhouse gases
and forcing components as exogenous because these are rela-
tively small and their control is either exogenous (as in the
case of CFCs) or poorly understood (as with cloud albedo

44 Derivation of the Equations of the DICE-2007 Model

_
_
_

35225_u01.qxd  2/20/08  5:36 PM  Page 44



effects). We have slightly adjusted the forcing parameter for
CO2 from earlier DICE models, but this has little effect on the
results.

The next set of relationships is the climate model. The
specification in equations (A.17) and (A.18) is similar to the
original DICE/RICE models. Higher radiative forcing warms
the atmospheric layer, which then warms the upper ocean
and gradually the deep ocean. The lags in the system are pri-
marily caused by the diffusive inertia of the different layers.
We have changed the timing slightly to improve the match of
the impulse-response function with climate models. Addi-
tionally, we have adjusted the climate sensitivity to the center
of the IPCC range of 3°C for an equilibrium CO2 doubling.
The timing is calibrated to match model experiments for the
IPCC Third and Fourth Assessment Reports. In addition, the
parameters are calibrated so that the forcing leads to the same
temperature trajectory over the twenty-first century as do the
MAGICC model simulations.6 The DICE-model climate mod-
ule tends to overpredict the historical temperature change, given
estimates of emissions and forcing, but matches the projec-
tions from the IPCC scenarios, particularly the high-emissions
scenarios such as A1F1, as well as the MAGICC simulations.

Computational Considerations

The computations for the DICE-2007 model use the CONOPT
solver in the GAMS modeling system.7 This is based on the
generalized reduced gradient (GRG) algorithm. The basic ap-
proach is to embed a linear programming algorithm inside an
algorithm that linearizes the nonlinear equations. Although
this algorithm does not guarantee that the solution is the
global optimum, our experience over the years has not suggested
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any solutions other than those found by the algorithm. The
model used here involves 1,263 equations and 1,381 variables.
The runs take approximately 30 seconds using a 3.0 GHz Intel
processor. It should be noted that the DICE problem is con-
ceptually a mathematical optimization problem rather than
the standard recursive time-stepped problem often used in the
natural sciences; optimization requires special tools and takes
much longer than recursive calculation of a similarly sized
problem.

Revisions since DICE-1999

The DICE-2007 model is the fifth generation of the aggregated
global dynamic model. For those who are familiar with earlier
versions, particularly Nordhaus 1994 and Nordhaus and Boyer
2000, this section describes the major revisions.8

DATA INPUTS

All the economic and geophysical data have been updated,
and the new first period is centered on 2005. The first period
for the last full revision of the model (in Nordhaus and Boyer
2000) was centered on 1995. Economic data for the current
revision use IMF estimates for major economic aggregates
with preliminary data from 2005. Energy data are from the
World Bank and U.S. Energy Information Agency (EIA). Car-
bon dioxide emissions are from the EIA and the Carbon Di-
oxide Information Analysis Center. Geophysical data are from
multiple sources, including primarily the Goddard Institute
for Space Studies and the Hadley Centre. The revision incor-
porates some results from the IPCC Fourth Assessment Re-
port, as well as more comprehensive revisions from the IPCC
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Third Assessment Report. Data on CO2 emissions generally
go through 2004, with some preliminary data for 2005 and
2006. Prices have been updated to 2005 U.S. dollars. The con-
ceptual basis for outputs has been changed from market ex-
change rates to purchasing-power-parity (PPP) exchange
rates.9

REGIONAL AGGREGATION ALONG WITH 

ECONOMIC AND EMISSIONS PROJECTIONS

The economic, emissions, and impact estimates are based on
12 regions and are then aggregated to the global total using
PPP exchange rates. The 12 regions are the United States, the
European Union, other high-income countries, Russia, East-
ern Europe and the non-Russian former Soviet Union, Japan,
China, India, the Middle East, sub-Saharan Africa, Latin
America, and other Asia. Estimates for each region are built
up from data on the 71 largest countries. These countries rep-
resent 97 percent of emissions, 94 percent of world output,
and 86 percent of population. For each region, we project
population, output, carbon intensity, and baseline CO2 emis-
sions by decade. We then aggregate to the global total for each
year. Figure 3-1 shows the historical emissions-output ratios
for five important regions and the global total, displaying a
steady decarbonization after 1960. However, the most recent
trend is for a stable global CO2-GDP ratio, due in part to the
rise in CO2 emissions from China.

Figure 3-2 shows the emissions projections for the base-
line run of the DICE-2007 model along with those from
several “SRES scenarios” developed in the Special Report on
Emissions Scenarios for the IPCC (IPCC 2000). The DICE-
model projections are developed completely independently
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Figure 3-1. Historical ratios of CO2 emissions to GDP for major
regions and globe, 1960–2004. Trends in the ratio of CO2 emissions to
GDP for five major regions and the global total. We call the decline
in this rate “decarbonization.” Most major economies have had
significant decarbonization since 1960. The rates of decarbonization
have slowed or reversed in the last few years and appear to have
reversed for China. With the changing composition of output by
region, the world CO2-GDP ratio has remained stable since 2000.
Note that “W C Eur” is Western and central Europe and includes
several formerly centrally planned countries with high CO2-GDP
ratios.

using different methods and more recent data (the SRES sce-
narios used in the latest IPCC projections were developed
approximately a decade ago). The DICE emissions projection
is toward the low end of the SRES range until the middle of
the twenty-first century and then rises relative to some of the
lower SRES scenarios.
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Figure 3-2. Industrial CO2 emissions. A comparison of baseline CO2 emissions in the DICE-
2007 model with the emissions projections of major SRES scenarios prepared for the IPCC.
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deviation), mean, and low (mean minus one standard deviation) projections of the DICE
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SOCIAL W ELFARE FUNCTION

One of the major concerns about the earlier DICE model was
their assumption of a relatively high pure rate of social time
preference (3 percent per year). We note first, as discussed ear-
lier, that the interpretation of the economic parameters is that
they are designed to provide the most accurate projections
rather than to be normative in nature. Additionally, the earlier
assumptions were heavily influenced by numerical problems
with alternative specifications and the requirement that the rate
of return on capital be calibrated with observed market data.

In the revised version, we have lowered the pure rate of
social time preference to 1.5 percent per year and have recali-
brated the utility function to match market returns, yielding an
elasticity of the marginal utility of consumption of 2. This revi-
sion moves the model closer to one that displays intergenera-
tional neutrality while maintaining the calibration of the
model’s rate of return on capital with empirical estimates. Users
should be aware that the sharp nonlinearity of the revised utility
function may cause major scaling problems in computations
and may therefore prove difficult to solve numerically; indeed,
the unitary-elastic utility function was used in previous ver-
sions because we were unable to solve these computational
problems in the earlier DICE models with higher elasticities.

DAMAGE FUNCTION

The basic structure of the regional damage functions follows
the approach used in the RICE-1999 model. The major revi-
sions involve recalibrating the costs of catastrophic damages,
refining the estimates for regions with high temperature
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changes, and using revised estimates of the overall impacts for
low damages. One result is that for small temperature
changes, we estimate that there are positive damages, whereas
in the 1999 model damages for small temperature changes
were negative (that is, there were estimated positive net bene-
fits). In addition, using PPP estimates of output results in a
significantly higher world output; because damages are gener-
ally estimated as a fraction of output, total damages are also
significantly higher in the 2007 model. The damage functions
continue to be a major source of modeling uncertainty in the
DICE model. Figure 3-3 shows the damage function con-
tained in the DICE-2007 model compared with the earlier
RICE model and the latest results from the IPCC Fourth
Assessment Report (IPCC 2007a).
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Figure 3-3. Damage function. The damage function used in the
DICE-2007 model compared with the earlier study using the RICE-
1999 model. The arrow shows the estimated range from IPCC
2007a, which reports that “global mean losses could be 1–5% GDP
for 4°C of warming” (p. 20).
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ABATEMENT-COST FUNCTION

The basic functional form for the abatement-cost function
follows the structure assumed in the earlier DICE models.
However, the structure has been reformulated over time to
correct for an earlier modeling mistake. The implicit specifi-
cation in the DICE model is that there is a “backstop technol-
ogy.” As noted earlier, this is a technology that can replace all
carbon-emitting processes at a relatively high cost; that is, the
backstop technology takes over when the emissions-control
rate is 100 percent. The prior version used a functional form
that implicitly and mistakenly assumed that the cost of the
backstop technology increased over time.

The new version redefines the emissions-reduction
equations by calibrating them to an explicit price and time
profile of the backstop technology. The calibration of the new
emissions-cost function is based on recent modeling efforts
that calculate the cost of deep emissions cuts, the IPCC special
report on sequestration (IPCC 2005), the IPCC Fourth As-
sessment Report, as well as modeling estimates provided by
Jae Edmonds. In the new model, the cost of the backstop tech-
nology starts around $1,200 per metric ton of carbon and
declines to $950 per metric ton by 2100.

The cost of the backstop technology appears high rela-
tive to other estimates, but it should be noted that this is the
marginal cost of reducing the last unit of carbon emissions
and not the cost for relatively inexpensive sources, such as
coal-fired electricity generation. A substitute for fossil fuels
such as nuclear power might be a backstop at $500 per ton of
carbon replaced, but it might substitute only for electrical
power. In other words, the $1,200 reflects the cost of replacing
carbon from the last high-value use, such as plastics or jet fuel
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or solvents. Although this new specification makes little dif-
ference in the short run (to the tactics of climate policy, so to
speak), it turns out that it makes a major difference over the
long run (to the strategy or vision).10

CARBON CYCLE

The new version of the DICE model does not change the basic
structure of the carbon-cycle model, but it recalibrates the ini-
tial stocks and the flow parameters. As noted earlier, the basic
strategy is to calibrate the DICE model to the MAGICC model,
primarily to the emissions scenarios that most closely resemble
those in the DICE projections, such as the A1F1 scenario.

For reference purposes, we show in Table 3-1 a compar-
ison of the concentrations projections for the DICE model
with a model comparison from the Fourth Assessment Re-
port of the IPCC. (This review became available after the
completion of the modeling design.) The table shows the
fraction of cumulative anthropogenic CO2 concentrations
that are retained in the atmosphere by the IPCC models and
by the DICE model. For the historical period, the DICE
model is at the upper end of the models, with an atmospheric
retention ratio of 0.54, compared with 0.45 for the model en-
semble. For the total period, however, the DICE model has a
slightly lower atmospheric retention ratio of 0.51, versus 0.55
for the model mean. The major omission in the DICE model
is the absence of ocean carbonate chemistry that generates
lower ocean uptake over time in the more complete models.
It should be noted that the SRES scenario examined, A2, has
relatively flat emissions compared with the DICE-model
baseline.
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CLIMATE MODEL AND DATA

The basic structure of the climate model has not been signifi-
cantly revised in the current DICE model. The timing has been
changed to shorten the lag from radiative forcing to tempera-
ture change. The parameterization has been slightly revised,
increasing the climate sensitivity from 2.9°C to 3.0°C per
equilibrium CO2-equivalent doubling, which is in line with
the IPCC central estimate. In addition, the short-run adjust-
ment parameters have been calibrated to fit the estimates
from general circulation models and impulse-response exper-
iments, particularly matching the forcing and temperature
profiles in the MAGICC model. The estimates of non-CO2

forcing and nonindustrial CO2 emissions have been revised in
light of recent estimates and the findings in the IPCC Third
and Fourth Assessment Reports.

Table 3-1. Comparison of Projections of Atmospheric CO2

Retention Rate in DICE Model and IPCC Model

Fraction of Cumulative Emissions 
Retained in Atmosphere

Model 1850–2000 1850–2100

IPCC FAR
Model mean 0.45 0.55
Range 0.43–0.61 0.45–0.72

DICE-2007 0.54 0.51

Note: These estimates in the DICE-2007 model and the IPCC Fourth Assessment Re-

port (FAR) model show the fraction of total anthropogenic CO2 emissions that were

retained in the atmosphere for the periods 1850–2000 and 1850–2100. The emissions

trajectories are not exactly comparable because the DICE model uses the baseline

emissions, while the IPCC used the SRES scenario A2. Source for IPCC is IPCC

2007b, figure 7.13.
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Figure 3-4 shows a comparison between the calibrated
DICE model and the MAGICC model. For technical reasons,
both are calibrated to a 2.6°C temperature-sensitivity parame-
ter, but similar results hold for a 4.5°C temperature-sensitivity
parameter. The DICE model has slightly lower projections for
the same emissions path; over the twenty-first century the
DICE-model structure projects a 3.61°C increase, while the
MAGICC structure projects a 3.71°C increase.

INCOMPLETE PARTICIPATION

Earlier versions of the DICE model assumed that policies were
harmonized among different regions and that all regions par-
ticipated. The current version introduces a participation func-
tion. This allows model runs in which a subset of countries has
emissions reductions (in a harmonized fashion), while the bal-
ance of countries undertakes no emissions reductions. Because
of the functional form of the emissions equation in the DICE
model, we can derive an exact mathematical representation of
the result of incomplete participation. This new specification
allows estimates, in the structure of an aggregate model, of the
impact of alternative groupings of countries such as occurs
in the Kyoto Protocol. We describe the participation structure
and some results of incomplete participation in Chapter 6.

LIMITED FOSSIL-FUEL RESOURCES AND 

HOTELLING RENTS

Earlier versions of the DICE model focused on short-term
projections and policies (“short-term” being up to 2100). In
the current version, given the increased attention to long-term
projections of climate, geophysical systems, and ecology, the
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modeling has paid more attention to long-run consistency
with major geophysical models and economic constraints.
One major change has been to introduce long-run fossil-fuel
availability constraints. In the new model, total resources of
economically available fossil fuels are limited to 6,000 billion
metric tons of carbon equivalent (approximately 900 years
at current consumption rates). This constraint generates
Hotelling rents that in the long run rise to drive consump-
tion to the backstop technology. Although these constraints
are unimportant in the base case for the short run (up to
a century), they become important in cases of rapid eco-
nomic growth or low rates of carbon-reducing technological
change.

REAL RETURNS ON CAPITAL

One of the major economic variables for constructing a
capital-based model is the real return on capital. We have
constructed our model by using the Cobb-Douglas produc-
tion function with explicit estimates of the capital stocks of
different regions derived by the perpetual inventory method.
As a check, we have compared the projections of the real re-
turn on capital in the DICE model with estimates of the real
return from various studies. Table 3-2 shows the collation of
the real returns on assets from the IPCC Second Assessment
Report.11 For the United States, the estimated returns are
around 5 percent for most well-measured sectors, while
numbers for other countries and sectors are sometimes
much higher. In the DICE model, the estimated return on
capital is between 5 and 6 percent per year for the first five
decades. A further discussion of this question is contained in
Chapter 9.
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Major Contentious Issues

Even though the DICE-2007 model is extremely simplified
in many areas, it remains a complex nonlinear system with
several contentious relationships. The model has 19 dynamic
equations that contain 44 nontrivial parameters (omitting
straightforward initial conditions such as world population,
output, and global mean surface temperature anomaly). Some
of these parameters are relatively inconsequential (such as the
capital elasticity in the production function). Others are central
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Table 3-2. Estimated Real Returns to Capital from IPCC
Second Assessment, Various Periods and Sources

Real Return 
Asset Period (Percent)

High-income industrial countries
Equities 1960–1984 (a) 5.4
Bonds 1960–1984 (a) 1.6
Nonresidential capital 1975–1990 (b) 15.1
Govt. short-term bonds 1960–1990 (c) 0.3

United States
Equities 1925–1992 (a) 6.5
All private capital, pretax 1963–1985 (d) 5.7
Corporate capital, posttax 1963–1985 (e) 5.7
Real estate 1960–1984 (a) 5.5
Farmland 1947–1984 (a) 5.5
Treasury bills 1926–1986 (c) 0.3

Developing countries
Primary education various (f) 26
Higher education various (f) 13

Source: Arrow et al. 1996. The letters refer to the sources provided in the background

document.
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(such as the temperature sensitivity for CO2 doubling or the
rate of growth of total factor productivity). Additionally, the
structural equations are invariably aggregates of complicated
nonlinear spatial and temporal relationships, and they are
likely to be misspecified. In this section, I discuss three major
issues that arise in all integrated assessment models of climate
change and raise special issues in DICE-2007: the discount
rate, uncertainty, and regionalization of the model.

THE DISCOUNT R ATE

Controversies involving the discount rate have been central to
global-warming models and policy for many years. These is-
sues are discussed in detail in Chapter 9 on the Stern Review,
and I will summarize the points briefly.

Some background on growth economics and discount-
ing concepts is necessary to understand the issues about dis-
counting. In choosing among alternative trajectories for
emissions reductions, the key economic variable is the real
return on capital, r, which measures the net yield on invest-
ments in capital, education, and technology. In principle, this
is observable in the marketplace. For example, the real pretax
return on U.S. corporate capital over the past four decades has
averaged about 7 percent per year. Estimated real returns on
human capital range from 6 to more than 20 percent per year,
depending upon the country and time period (see Table 3-2).
The return on capital is the discount rate that enters into the
determination of the efficient balance between the cost of
emissions reductions today and the benefit of reduced climate
damages in the future. A high return on capital tilts the bal-
ance toward emissions reductions in the future, while a low
return tilts reductions toward the present.
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Where does the return on capital come from? Analyses
of climate economics base the analysis of real returns on opti-
mal economic growth theory. In this framework, the real
return is an endogenous variable that depends upon two un-
observed normative parameters. The first is the time discount
rate, denoted by �. The time discount rate is a parameter that
measures the importance of the welfare of future generations
relative to the present. It is calculated in percentage per unit of
time, like an interest rate, but refers to the discount in future
“utility” or welfare, not future goods or dollars. A zero time
discount rate means that future generations are treated sym-
metrically with present generations; a positive time discount
rate means that the welfare of future generations is reduced or
“discounted” compared with nearer generations.

The real return on capital also depends upon yet another
unobserved normative parameter: the consumption elasticity,
denoted by �. This parameter represents the aversion to ine-
quality of different generations. A low (high) value of � im-
plies that decisions take little (much) heed about whether the
future is richer or poorer than the present. Under standard
optimal growth theory, if time discounting is low and society
cares little about inequality, then it will save a great deal for
the future and the real return will be low. Alternatively, if
either the time discount rate is high or society is averse to
inequality, the current savings rate will be low and the real
return will be high.

The basic economics can be described briefly. Assume a
time discount rate of � and a consumption elasticity of �.
Next, maximize the social welfare function described earlier
and in the Appendix with a constant population and a con-
stant rate of growth of consumption per generation, g*. This
yields the standard equation for the equilibrium real return
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on capital, r*, given by r* � � � �g*. This is the “Ramsey
equation,” which is the central organizing concept for think-
ing about intertemporal investment decisions and therefore
about choices for global-warming policies. The Ramsey equa-
tion shows that in a welfare optimum, the rate of return on
capital is determined by the time discount rate, the consump-
tion elasticity, and the rate of growth of consumption. In a
growing economy, a high return on capital can arise either
from a high time discount rate or high aversion to intergener-
ational inequality.

The assumption behind the DICE model is that the time
discount rate should be chosen along with the consumption
elasticity so that the model generates a path that resembles
the actual real interest rate. We have chosen a time discount
rate of 11⁄2 percent per year along with a consumption elastic-
ity of 2. With this pair of assumptions, the real return on cap-
ital averages around 51⁄2 percent per year for the first half
century of the projections, and this is our estimate of the rate
of return on capital. We could use alternative calibrations to
get the same real returns; for example, these parameters
could be modified to assume a time discount rate of 0.1 per-
cent per year and a consumption elasticity of 2.9, and we
would obtain the same real interest rate. Note as well that,
unlike some economic models, the DICE model solves for the
interest rate as a function of the underlying parameters rather
than assuming the interest rate as an exogenous parameter.
This approach allows changes in assumptions to be introduced
easily.

There are important long-term implications of different
combinations of time discount rates and consumption elastic-
ities. However, the implications for near-term decisions (such
as the optimal carbon tax, the optimal emissions-control rate,
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or the controls needed to limit GHG concentrations or tem-
perature increases) are small as long as the real interest rate
path starts along the same trajectory. The summary verdict is
that the results over the near term of a half century or so are
insensitive to the time discount rate (in the range of 0.1 to 3.0
percent per year) as long as the near-term trajectory of the
real interest rate is maintained.

UNCERTAINTY

If global warming is the mother of all public goods, it may also
be the father of decision making under uncertainty. In terms
of model structure, every equation (except for the identities)
contains major unresolved questions. Some of the important
ones are, What will be the pace of world economic growth?
What will be the damages in different regions, and how steep
will those damages be if global warming proceeds beyond 2 or
3°C? How expensive will noncarbon backstop technologies
prove to be? How difficult will it be to forge and sustain an in-
ternational agreement on mitigation? How fast will develop-
ing countries move their labor forces and economies out of
agriculture? What would be the economic benefit of a com-
petitive, low-carbon energy source? There are major differ-
ences among scientists and economists on the answers to
these questions, and it seems fair to conclude that there are
unlikely to be definitive answers in the next few years. More-
over, we do not know how fast these uncertainties will be re-
solved, or what kinds of investments in learning would help
resolve them.

The current version of the DICE model takes the first
step of analyzing the economics of global warming under
the assumption of perfect foresight or certainty equivalence.
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(A certainty-equivalent approach calculates the model using
the expected value of all the parameters.) This first step pro-
vides the basic intuition about the economics of alternative
approaches. It also provides a first approximation to a com-
plete answer under certain conditions (for example, where
risk aversion is relatively low, functions are relatively linear, or
risks are relatively small). Prior studies by the author and oth-
ers provide inconsistent results about the impacts of uncer-
tainty and learning on near-term policies (such as the control
rate or the optimal carbon tax).12

A full treatment of uncertainty is beyond the scope of
this book. We provide some preliminary results in Chapter 7
to give the flavor of the impacts of uncertainty. The tentative
and surprising result of that analysis is that the certainty-
equivalent policy is very close to the policy that is calculated
using the expected-utility approach and a full range of uncer-
tainties.

REGIONAL DISAGGREGATION

The DICE model is highly aggregated over time and space.
The time-steps of 10 years collapse a great deal of time—for
example, two Kyoto budget periods would fit into one time-
step. Additionally, we have aggregated highly diverse regions
from New York City to Mali into a grand global aggregate.

The aggregation is relatively unimportant for many
parts of the integrated assessment model. For example, the re-
gional distribution of GHG emissions is unimportant as long
as the global total is correctly estimated. Moreover, if the geo-
physical equations are properly calibrated to accurate high-
resolution models, then the global average results will be
reasonably accurate as well. The major shortcoming of the
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globally aggregated approach is that it cannot calculate the
costs and benefits of impacts and mitigation on individual
regions and countries. It is also not possible to examine the
effect of different coalitions, or of regionally differentiated poli-
cies, on the path of climate and economic activity.

The regional approach to the modeling is currently un-
der way in a joint work with Zili Yang. The regional version of
the model, known as the RICE or Regional Integrated model
of Climate and the Economy, is planned for development and
publication in 2007–2009. The regional model may also move
to a shorter time-step (five years) to more closely match the
budget period of the Kyoto Protocol.
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IV
Alternative Policies for 

Global Warming

Summary

The major advantage of integrated assessment approaches
such as the DICE model is that they can investigate alterna-
tive policies in a consistent and comprehensive framework.
The costs and impacts of alternative policies on the environ-
ment and the economy can be analyzed as a package. This
allows us to understand the trade-offs involved in a more
precise fashion.

There are many potential approaches to climate-change
policy. In this book, we have organized these into the major
policies shown in Table 4-1. The first or baseline policy is a
world in which there are no controls for two and one-half
centuries. In this scenario, emissions are uncontrolled until
2250, after which a full set of controls is imposed. The next
scenario is the economic optimum, in which the discounted
value of utility is maximized. The next scenarios are ones in
which there are limits on CO2 concentrations or on global

_
_
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Table 4-1. Alternative Policies Analyzed with 
the DICE-2007 Model

1. No controls (“baseline”). No emissions controls for first 250 years.

2. Optimal policy. Emissions and carbon prices set at optimal levels
from second period in 2010–2019.

3. Climatic constraints with CO2-concentration constraints. Similar
to optimal case except that CO2 concentrations are constrained
to be less than a given upper limit.
A. CO2 concentrations limited to 1.5 � preindustrial level

(420 ppm)
B. CO2 concentrations limited to 2 � preindustrial level

(560 ppm)
C. CO2 concentrations limited to 2.5 � preindustrial level

(700 ppm)

4. Climatic constraints with temperature constraints. Similar to
optimal case except that global temperature change is
constrained to be less than a given increase from 1900.
A. Temperature increase limited to 1.5°C
B. Temperature increase limited to 2°C
C. Temperature increase limited to 2.5°C
D. Temperature increase limited to 3°C

5. Kyoto Protocol. These runs implement different variants of the
Kyoto Protocol.
A. Original Protocol with the United States. Implements the

emissions limits of the Kyoto Protocol with constant
emissions at level of 2008–2012 budget period including
Annex I countries.

B. Original Kyoto Protocol without the United States. Implements
the emissions limits of the Kyoto Protocol with constant
emissions at level of 2008–2012 budget period including
Annex I countries except the United States.

C. Strengthened Kyoto Protocol.

(continued)
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temperature increases. Three scenarios investigate the impli-
cations of different versions of the Kyoto Protocol. One sce-
nario investigates the costs of implementing controls implied
by the utility and discounting in the Stern Review (Stern 2007),
while another explores recent suggestions made by Al Gore.
The final scenario explores the economic benefit of a compet-
itive, low-carbon energy source that can replace fossil fuels.

Detailed Description of Alternative Policies
NO CONTROLS (“BASELINE”)

The first run is one in which no policies are taken to slow or
reverse greenhouse warming. Individuals and firms would
adapt to the changing climate, but governments are assumed
to take no steps to curb greenhouse-gas emissions or to inter-
nalize the greenhouse externality. This policy has been fol-
lowed for the most part by nations through 2007, although
participants in the Kyoto Protocol will adopt binding con-
straints starting in 2008. The computational strategy here is
that the policy follows the market path for allocating carbon
fuels over time for 25 periods (250 years), after which the

6. Ambitious proposals
A. In the spirit of the Stern Review: Environmental discount rate.

This run uses the Stern Review’s real interest rate for climatic
investments and the model’s real rate for other investments.

B. Gore emissions reductions. Achieve global emissions
reductions of 90 percent by 2050.

7. Low-cost backstop technology. Development of a technology or
energy source that can replace all fossil fuels at current costs.

Table 4-1. (continued)
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world “wakes up” and optimizes its emissions trajectory in
light of the damages of climate change.1 We also show the
results of a shorter delay period (50 years) for illustrative
purposes.

“OPTIMAL” POLICY

The second case solves for an economically efficient or “opti-
mal” policy to slow climate change. This can be interpreted as
the economic optimum with no noneconomic constraints.
(Note that the damages include nonmarket and catastrophic
damages, but they exclude, for example, any “intrinsic value”
of a given climate.) In this run, emissions are set to maximize
the value of net economic consumption. More precisely, this
run finds a trajectory for emissions reductions that balances
current abatement costs against future damages from global
warming. It assumes complete participation and compliance
and is therefore extremely optimistic. It reduces emissions
efficiently across regions and across time. The marginal costs
of emissions reductions are always and everywhere equal to
the marginal benefits of reducing emissions in terms of lower
damages.

We should provide a word of caution about the optimal
case. It is not presented in the belief that an environmental
czar will suddenly appear to promulgate infallible canons of
policy that will be religiously followed by all. Rather, the opti-
mal policy is a benchmark to determine how efficient or in-
efficient alternative approaches may be. This is the best possible
policy path for emissions reductions, given the economic, tech-
nological, and geophysical constraints that we have estimated.
Note that the economic optimum places no intrinsic value on
climate stability or other noneconomic or nonanthropocentric
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values. It does include an estimate of nonmarket damages
from climate change, but these incorporate the costs of
climate change only to the extent that they are of value to
humans.

CLIMATIC CONSTR AINTS WITH CO 2 -CONCENTR ATION

CONSTR AINTS

The next two sets of policy experiments impose climatic con-
straints on top of the economic costs and damages. The con-
straints considered here are concentrations limits (such as
limiting CO2 concentrations to two times the preindustrial
level) or temperature constraints (such as limiting global tem-
perature rise to 2°C from 1900 levels). These runs are similar
to the optimal case except that the climatic constraints are
imposed on top of the economic damage estimates. There are
three subcases here:

A. CO2 concentrations limited to 1.5 � preindus-
trial levels (420 ppm)

B. CO2 concentrations limited to 2 � preindus-
trial levels (560 ppm)

C. CO2 concentrations limited to 2.5 � preindus-
trial levels (700 ppm)

CLIMATIC CONSTR AINTS WITH TEMPER ATURE

CONSTR AINTS

Climatic constraints limiting temperature increase are similar
to the optimal case except that global temperature change is
constrained to be less than a given upper limit. There are four
subcases here:
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A. Temperature increase is limited to 1.5°C (from
1900 levels)

B. Temperature increase is limited to 2°C (from
1900 levels)

C. Temperature increase is limited to 2.5°C (from
1900 levels)

D. Temperature increase is limited to 3°C (from
1900 levels)

Binding constraints are difficult to rationalize from a
purely economic point of view because it seems unlikely that
there are limited costs up to a well-defined point and infinite
costs after that. However, this idea is embodied in Article 2
of the United Nations Framework Convention on Climate
Change, which declares its ultimate objective as “stabilization
of greenhouse gas concentrations in the atmosphere at a level
that would prevent dangerous anthropogenic interference
with the climate system.”2

The economic basis of a constraint based on dangerous
interference might be that there are extremely costly thresh-
olds, such as the disintegration of the West Antarctic Ice Sheet
(WAIS) or the melting of the Greenland Ice Sheet (GIS).3 Sci-
ence suggests that these thresholds are not currently under-
stood. For example, Oppenheimer and Alley (2004) suggest
that we cannot judge whether the critical threshold for the
melting of either the WAIS or the GIS is 1°C, 2°C, or 4°C
of global warming or 10°C of local warming. We might set the
threshold as the temperature limit where the probability of
major sea-level rise increases sharply and exceeds some toler-
able level. For example, it might be considered unacceptable
to incur sufficient warming to melt the WAIS or the GIS. An-
other way to understand a threshold is to step outside the
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narrow confines of economic maximization and assume that
we have a stewardship responsibility to future generations not
to wreck the planet by triggering major sea-level rise, species
extinction, or other ecological disruptions.

None of these arguments points to a specific threshold.
There has been considerable analysis of the role of hard con-
straints and dangerous interferences, and we will not under-
take an extensive analysis in this book.4 Rather, the point here
is to examine the trade-offs involved, particularly the incre-
mental costs of imposing these climatic constraints in the
context of abatement costs and climate damages in the DICE
model. In other words, we ask how expensive it would be to
add these threshold constraints to the economic optimum an-
alyzed earlier. It is particularly useful and interesting from an
economic perspective to examine the implications of different
thresholds for near-term policy. With this objective in mind,
we discuss our two sets of climatic targets, CO2-concentration
constraints and temperature constraints.

The first constrained runs stabilize the concentrations of
CO2 in the atmosphere. This policy is motivated by two ideas.
First, the harmful impacts of climate change are produced
by concentrations of GHG and then temperature and other
climatic changes. Second, CO2 concentrations are closely re-
lated to CO2 emissions, which are in principle under the con-
trol of policy. As noted earlier, concentrations were specifically
identified under the U.N. Framework Convention. Although no
dangerous level has been established, some scientists believe
that a prudent policy would be to limit atmospheric CO2 con-
centrations to 560 ppm (two times their preindustrial levels).
We take this policy along with a tighter and looser objective as
our CO2-concentration constraints. Note that this policy does
not directly link to warming or temperature because it omits
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other radiative forcing and because of inertia and uncertain-
ties about the concentration-temperature linkage.

An alternative and better-grounded objective involves
taking steps to slow or stabilize the increase in global temper-
ature. This approach is particularly interesting because it
focuses on an objective that is closer to the area of actual con-
cern (climate change) as opposed to most other policies, such
as emissions or concentrations limits, which focus on inter-
mediate variables of little or no intrinsic concern. The disad-
vantages of such a climatic objective are that it is less closely
connected to actual policies and that the determinants of
global temperature are poorly understood.

There have been a number of proposals for setting “tol-
erable windows” on climate change.5 We take four cases that
span a range from expensive but feasible (1.5°C) to one that is
at the upper limit of what might be thought compatible with
acceptable ecological damages and ice-sheet stability (3°C).
(We do not examine higher temperature limits because they
would not be binding for the optimal run and are therefore
uninteresting to examine for the current model.)

In all the climatic targeting cases, we impose the con-
straint as a supplement to the economic cost-benefit opti-
mization. The economic intuition of this approach is that the
limit is interpreted as a threshold at which the damage func-
tion turns up sharply and damages become infinite. Although
this economic interpretation should not be taken literally,
it helps sharpen our understanding of the economic implica-
tions of potentially catastrophic climate change. Note also that
these runs will differ from ones—call them “limits without
damages”—that simply impose a climatic constraint (such as
ones that limit CO2 concentrations to 560 ppm). These ap-
proaches have been widely analyzed in the climate-change
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literature.6 Although they are useful heuristic devices, impos-
ing limits-without-damages constraints is economically flawed
because it imposes the discontinuous cost threshold but ignores
the climatic damages that are incurred before the threshold is
reached. As a result, the limits-without-damages approach
tends to have too-low emissions reductions at the beginning of
the trajectory.

KYOTO PROTOCOL

We next study three variants of the Kyoto Protocol:

A. Original version extended indefinitely
B. Original version extended without the United

States
C. Strengthened Kyoto Protocol

The current international regime for controlling green-
house gases is the Kyoto Protocol. The original Protocol of
1997 was designed to limit the emissions of Annex I countries
(essentially, Organization for Economic Cooperation and De-
velopment [OECD] countries plus Eastern Europe and most
of the former Soviet Union). The Protocol states: “The Parties
included in Annex I shall, individually or jointly, ensure that
their aggregate anthropogenic carbon dioxide equivalent emis-
sions of the greenhouse gases . . . do not exceed their assigned
amounts, . . . with a view to reducing their overall emissions of
such gases by at least 5 per cent below 1990 levels in the com-
mitment period 2008 to 2012.” The Protocol is scheduled to
enter into force in 2008, with all major developed countries ex-
cept the United States committing to keep their CO2 emissions
within the limits specified by the Protocol.
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The analysis here is intended to be a broad-brush exam-
ination that allows a comparison of three variants of the Pro-
tocol with the other major approaches. All three variants
assume that there is a group of countries that participates with
an aggregate emissions-reduction target.7 The analysis further
assumes that the countries have complete harmonization of
policies through emissions trading so that carbon prices are
harmonized across participating regions. It allows no banking
or borrowing, so there is no intertemporal price arbitrage. It
further assumes that there are no emissions reductions in
nonparticipating countries.

Under variant A, we examine the original Protocol with
the original emissions limits extended indefinitely. Variant B
is the same as A except that it excludes the United States from
participation. These policies have been widely analyzed in the
economic literature.8 Variant C is more speculative and ana-
lyzes a deepened and broadened Protocol. The shortcomings
of the existing version of the Kyoto Protocol are clear, and
European countries and Japan have been advocating a stronger
version. For example, in preparation for the 2007 G-8 Sum-
mit, Germany advocated a commitment to limit global warm-
ing to 2°C and a target reduction in global GHG emissions of
50 percent below 1990 levels by 2050. Although the Bush
administration has rejected this proposal, future American
administrations may engage in a similar effort.

The two parts of the German proposal are quite distinct.
A policy with a temperature limit was discussed earlier. Our
estimates indicate that the emissions target is tighter than
would be necessary to attain a 2°C degree target, but that topic
will be discussed later.

For an emissions-limitation approach, we analyze a
“strengthened Kyoto Protocol.” For this variant, we add coun-
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tries gradually over the coming decades, and countries begin
with 10 percent emissions reductions and then add further
10 percent emissions reductions every quarter century. Under
this case, the United States enters the Protocol in 2015 and
undertakes 50 percent emissions reductions by 2030; China
enters in 2020 and has 50 percent emissions reductions by
2045; India is a decade behind China. Every region except sub-
Saharan Africa is assumed to undertake significant emissions
reductions by the middle of the twenty-first century. This
strengthened approach yields a global emissions-reduction rate
of 40 percent from the baseline in 2050, which is a global emis-
sions level somewhat above 1990 levels and is less stringent than
the German target just cited. If we look at the pace at which
countries join and cut their emissions in the strengthened
Kyoto Protocol, we may conclude that implementation would
involve strenuous efforts virtually without precedent among
international agreements.

In all Kyoto cases, we assume that the emissions reduc-
tions are efficiently undertaken, with the marginal cost of
reductions (and the carbon price) equalized among all partic-
ipating regions. All nonparticipating countries have uncon-
strained emissions and an implicit carbon price of zero.

“AMBITIOUS” PROPOSALS

The two approaches analyzed here are called “ambitious” in the
sense that they call for very sharp emissions reductions in the
near term. One of these is an estimate with a very low time dis-
count rate and return on capital and is in the spirit of the analy-
sis underlying the Stern Review. The other is motivated by a
suggestion made by Al Gore for very deep near-term cuts in
emissions.
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In the Spirit of the Stern Review

As discussed earlier, one of the major controversies in studies
of the economics of global warming has been the appropriate
discount rate. To examine the role of discounting, one run has
been undertaken with a near-zero discount rate and a unitary
consumption elasticity. For this run, we adopted the time
discount rate of 0.1 percent per year advocated by the Stern
Review.9 To implement this in a way that is comparable with
other runs, we use a dual-discount-rate approach. Under this
approach, we apply a very low real interest rate (around 1 per-
cent per year) on climate investments, while the rest of the
economy uses current discounting (at around 5.5 percent per
year). This dual discounting is different from the approach in
the Stern Review, in which the authors implicitly argue that the
very low real interest rate applies universally rather than only
in the climate sectors.

To model this run, we first optimize emissions reduc-
tions using the Stern Review objective function. This opti-
mization produces very sharp emissions-reductions rates and
carbon prices. We then rerun the DICE model with the stan-
dard discount rate and consumption elasticity but constrain
the run to adopt the emissions reductions from that first
stage. We then evaluate the costs and benefits using the stan-
dard discounting and economic assumptions used for other
runs of the DICE model. As we will see, this approach leads to
sharp initial emissions reductions because future damages are
very lightly discounted. It leads to major inefficiencies be-
cause the low-return climatic investments induced by the low
discount rate on climate investments crowd out high-return
investments in nonclimate capital. We discuss the approach of
the Stern Review in more detail in Chapter 9.
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In the Spirit of the Gore Proposal

The final proposal is in the spirit of the one made by former
Vice President Al Gore Jr. to Congress in March 2007. Al-
though he made no concrete proposals in his written testi-
mony, in his verbal testimony Gore proposed that U.S.
emissions be reduced by 90 percent by 2050, along with other
steps such as banning coal-fired plants and enhancing effi-
ciency standards.10 He later stated explicitly that the United
States should “join an international treaty within the next two
years that cuts global warming pollution by 90 percent in de-
veloped countries and by more than half worldwide in time
for the next generation to inherit a healthy Earth.”11 To imple-
ment this proposal, it is assumed that the global emissions-
control rate rises from 15 percent in 2010 to 90 percent in
2050. (These restrictions are actually less tight than a similar
percentage reduction from a base year because of emissions
rising uncontrolled.) Furthermore, it is assumed that the par-
ticipation rate rises from an initial 50 percent to 100 percent
by 2050. These are clearly ambitious targets, and it is useful to
understand their economic and environmental implications.

A LOW-COST BACKSTOP TECHNOLOGY

A final scenario investigates the implications of developing a
new energy source that could replace current fossil fuels in an
environmentally benign way at costs that are competitive with
today’s technologies. This is labeled a “low-cost backstop.” No
such technology is currently available. Current estimates are
that replacing substantially all fossil fuels would involve tech-
nologies with a marginal cost on the order of $1,000 per ton of
carbon. However, over the longer run, there are many possible
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alternatives to fossil fuels, and we cannot rule out major inno-
vations in noncarbon fuels over the next century and beyond.
For example, nuclear-based hydrogen fuels have long been
seen as a viable and sustainable long-run alternative.

Another possible but more problematic option would
be technologies designed either to remove carbon from the at-
mosphere or to offset the climatic impacts of rising CO2 con-
centrations. The latter of these, called geoengineering, involves
large-scale climatic engineering to offset the warming effect
of greenhouse gases. Geoengineering is at present the only eco-
nomically competitive technology to offset global warming.
The major geoengineering option is to inject particles into the
upper atmosphere to increase the backscattering of sunlight
and thereby cool the earth’s surface. In essence, this would in-
volve producing the climatic effect of several large volcanoes
every year. A survey of this approach by a 1992 report of the
U.S. National Academy of Sciences concluded, “Perhaps one
of the surprises of this analysis is the relatively low costs at
which some of the geoengineering options might be imple-
mented.”12

It should be emphasized that although several scientists
have undertaken careful studies of geoengineering’s impacts,13

ecologists and climate scientists generally have grave reserva-
tions about its use for climatic modification. A particular
concern is the increasing acidification of the oceans, which
would not be reversed by approaches that change radiative
forcing. Moreover, the climatic impacts of geoengineering
have not been sufficiently studied and might actually lead to
unanticipated results. Particularly worrisome is the fact that
GHG accumulation and geoengineering represent two large
interventions in the climate system, first raising and then low-
ering surface warming. Although the first-order effects might
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appear to cancel, there may be harmful unforeseen second-
order effects.

For the present calculations, we analyze a generic new
backstop technology but do not specify which of the alterna-
tives it represents. For our calculations, we assume that the
backstop has zero carbon content and replaces existing fossil
fuels at a cost of $5 per metric ton of carbon. This number can
be justified as the estimated cost of offsetting global warming
by geoengineering technologies. It must be emphasized, how-
ever, that there is at present no environmentally benign tech-
nology that remotely approaches the assumed costs.
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We now describe the major result of the DICE-2007 model
runs. At the outset, it must be emphasized that models such
as DICE are primarily tools for understanding the behavior
of complex systems. They are not truth machines. The results
convey a spurious precision that does not accurately reflect
the modeling, behavioral, and measurement errors and un-
certainties. At the same time, integrated assessment models
provide an essential discipline by ensuring that assumptions
and conclusions are internally consistent and that the con-
sequences of alternative assumptions or policies can be
mapped out.

Overall Results

We first summarize the overall results for the alternative policies
described in Chapter 4. Table 5-1 shows a summary of the
different runs. The rows show the 16 different policies exam-
ined. The first two numerical columns show the net economic
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impact of different policies relative to the baseline policy. Recall
that the baseline assumes no controls on greenhouse-gas emis-
sions for the first 250 years. The column labeled “Objective
Function” is the exact measure of the difference in the dis-
counted value of utility relative to the baseline, using first-
period consumption as the numéraire. In other words, it
measures the present value of consumption under that policy
minus the present value of consumption in the baseline (no-
controls) case.

The second column is an approximation that measures
the difference in the present value of damages and abatement.
The two cost measures differ because of nonlinearities in the
cost, damage, and utility functions. The next three columns
show the present value of climate damages, the present value
of abatement costs, and the sum of the abatement costs and
damages. The sixth column shows the “social cost of carbon”
in 2005, and the next two columns show the “carbon price” or
“carbon tax” that is induced by the policy. The social cost of
carbon refers to today; the carbon price refers to the first real-
istic period in which a global regime could be in place. Some
discussion of the terminology is needed here. The social cost
of carbon is the additional damage caused by an additional
ton of carbon emissions. In a dynamic framework, it is the
discounted value of the change in the utility of consumption
denominated in terms of current consumption. The carbon
price is the market price of carbon (say, in a trading regime)
or the tax levied on carbon emissions (in a tax regime). The
optimal carbon price, or optimal carbon tax, is the market
price (or carbon tax) on carbon emissions that balances the
incremental costs of reducing carbon emissions with the in-
cremental benefits of reducing climate damages. In an uncon-
trolled regime, the social cost of carbon will exceed the (zero)
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Table 5-1. Results of Major 

Present-
Present- Value

Value Abate-
Difference Climate ment 
from Base Damages Costs

Abatement
Objective Plus
Function Damages

Run (Trillions of 2005 U.S. $)

No controls
250-year delay 0.00 0.00 22.55 0.04
50-year delay 2.34 2.14 18.85 1.60

Optimal 3.37 3.07 17.31 2.20
concentration limits

Limit to 1.5 �CO2 �14.87 �14.60 9.95 27.24
Limit to 2 �CO2 2.88 2.67 15.97 3.95
Limit to 2.5 �CO2 3.37 3.08 17.31 2.20

Temperature limits
Limit to 1.5°C �14.73 �14.44 9.95 27.08
Limit to 2°C �1.60 �1.80 13.09 11.30
Limit to 2.5°C 2.27 1.99 15.32 5.28
Limit to 3°C 3.24 3.02 16.67 2.90

Kyoto Protocol
Kyoto with 0.71 0.63 21.38 0.58

United States
Kyoto w/o 0.15 0.10 22.43 0.07

United States
Strengthened 1.00 0.71 16.01 5.87

Stern Review 
discounting �16.95 �14.18 9.02 27.74

Gore proposal �21.66 �21.36 10.05 33.90
Low-cost backstop 17.19 17.19 4.92 0.48

Note: The definitions of the different runs are provided in the text and in Table 4-1, as is an
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Runs for DICE-2007 Model

Net 
Present-

Value
Abatement Global 
Costs Plus Social Tempe-

Climate Cost of Carbon rature
Damages Carbon Tax Change

2005 2010 2100 2100 2200

(2005 U.S. $ per Ton of Carbon) (°C from 1900)

22.59 28.1 0.0 1.0 3.06 5.30
20.45 27.8 0.0 203.6 2.72 3.52
19.52 27.3 33.8 202.4 2.61 3.45

37.19 144.0 189.7 761.2 1.61 1.78
19.92 29.2 39.6 445.5 2.48 2.84
19.51 27.3 37.1 202.4 2.61 3.45

37.03 106.5 140.8 899.1 1.50 1.50
24.39 45.3 60.2 863.4 2.00 2.00
20.60 31.3 42.2 539.5 2.41 2.50
19.57 27.9 37.9 256.7 2.57 2.99

21.96 27.8 16.2 11.3 2.94 5.23

22.49 28.1 1.2 1.0 3.05 5.29

21.88 27.1 36.2 321.8 2.39 3.26

36.77 23.9 305.2 948.9 1.52 1.27
43.96 27.8 56.1 865.2 1.49 1.58

5.40 19.0 4.9 4.1 0.90 0.83

explanation of the different columns.
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carbon price. In an optimal regime, the carbon tax will equal
the social cost of carbon. The last two columns show the cal-
culated global mean temperature change in 2100 and 2200
under the different policies.

We begin by examining the net economic gain of differ-
ent policies relative to the baseline or no-controls policy. Fig-
ures 5-1 and 5-2 show the gains graphically. The optimal
policy has a very substantial gain in net economic welfare to-
taling $3.4 trillion. Although this is a large absolute number, it
is a small fraction, about 0.17 percent, of the discounted value
of total future income.

The optimal policy does not differ significantly from poli-
cies that add a moderately tight climate limit to the economic
cost-benefit optimum. Table 5-2 shows the incremental cost
of adding a climate limit on top of the cost-benefit optimum.
For all but the most stringent limits on concentrations or tem-
perature increase, the cost of adding a climatic constraint on top
of the cost-benefit optimum is quite small (in the order of $1
trillion or less). The policies of limiting temperature increases to
1.5 degrees or limiting CO2 concentrations to 1.5 times prein-
dustrial levels are extremely costly, given current technologies
and realistic considerations about participation. The policy of
limiting CO2 concentrations to 2.5 times preindustrial levels is
not binding, and so it is identical to the optimal run.

The interpretation of the results for climate limits is the
following: The pure economic cost-benefit calculus indicates
that a certain path of emissions reductions is economically
beneficial. However, this path may omit other considerations,
such as “stewardship” or risk aversion to concerns about
moving outside tolerable windows of change. The calculations
suggest that adding the climatic constraints—such as limiting
CO2 concentrations to two times their preindustrial levels or
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Figure 5-1. Present value of alternative policies. The difference in
the present value of a policy relative to the baseline under two mea-
sures. The first bar is the value of the objective function in 2005
dollars (ObjFun), and the second is the present value of the sum of
abatement and damages in the same units [PV (Dam �Abate)]. The
policies are shown in Table 4-1. The baseline is omitted because it
has zero present-value difference.

Legend for Figures 5-1, 5-2, and 5-3: Optimal � optimal policy;
�1.5 � CO2 � CO2 concentration limited to 1.5 times
preindustrial level; �2 � CO2 � CO2 concentration limited to 2
times preindustrial level; �2.5 � CO2 � CO2 concentration limited
to 2.5 times preindustrial level; �1.5°C � global temperature
increase limited to 1.5°C; �2°C � global temperature increase
limited to 2°C; �2.5°C � global temperature increase limited to
2.5°C; �3°C � global temperature increase limited to 3°C; Kyoto w
U.S. � Kyoto Protocol with United States; Kyoto wo U.S. � Kyoto
Protocol without United States; Strong Kyoto � Strengthened
Kyoto Protocol; Stern � using the emissions controls induced by
Stern Review discounting; Gore � proposal by Al Gore; Back � Low-
cost backstop technology.
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limiting temperature change to 2.5°C—has a relatively low in-
cremental price, as shown in Table 5-2. For those who believe
that the economic approach misses important factors such
as catastrophic risks or ecosystem values, these figures can be
interpreted as the insurance premiums that would be required
to add additional constraints to the cost-benefit calculus. In
other words, the incremental costs are the net amount (abate-
ment costs less averted damages) that would be required to
keep the climate system within the prescribed limits.

The three Kyoto policies examined here are relatively inef-
ficient and ineffective. The optimal policy reduces global tem-
perature increase in 2200 by 2.1°C at an incremental abatement
cost of $2.2 trillion (relative to the baseline). The current Kyoto
policies have essentially no effect on global climate, while the

Figure 5-2. Present value of alternative policies. The same values as in
Figure 5-1 with the larger values omitted for clarity. See Figure 5-1
for the definitions of policies.
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strengthened Kyoto Protocol has an abatement cost 2.5 times
the efficient policy’s cost, with about the same effect on climate
in 2200. These results confirm earlier modeling studies indicat-
ing that the Kyoto Protocol is highly cost-ineffective.1

The ambitious programs embedded in the Stern Review
and Gore policies are extremely expensive. They succeed in
reducing global temperature increases to between 1.3 and
1.6°C, but they do so at very high cost. The net cost of the am-
bitious proposals is between $17 trillion and $22 trillion rela-
tive to the baseline and between $20 trillion and $25 trillion
relative to the optimum. The inefficiency of these approaches
is due to the fact that they involve emissions reductions that
are too sharp and too early in time and therefore do not allow
for intertemporal efficiency.

Table 5-2. Incremental Costs Imposed by Adding Climate
Limits to Economic Optimum

Incremental Effect Relative to Optimal Policy

Present-Value Present-Value Net Present-
Climate Abatement Value Costs 
Damages Costs Plus Damages

Policy (Trillions of 2005 U.S. Dollars)

Limit to 1.5 � CO2 �7.4 25.0 17.7
Limit to 2 � CO2 �1.3 1.7 0.4
Limit to 2.5 � CO2 0.0 0.0 0.0

Limit to 1.5°C �7.4 24.9 17.5
Limit to 2°C �4.2 9.1 4.9
Limit to 2.5°C �2.0 3.1 1.1
Limit to 3°C �0.6 0.7 0.0
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The low-cost backstop scenario assumes the existence of
an energy source that is environmentally safe and competitive
with fossil fuels. This option is extremely attractive from an
economic vantage point, with a positive present value of $17
trillion relative to the baseline. Although it might not be cur-
rently feasible, the high value of the low-cost backstop tech-
nology suggests that intensive research on such energy sources
is justified.

Table 5-3 shows the incremental costs, damages, and
benefit-cost ratio for each of the different policies. As shown
in Table 5-1, the sum of the abatement costs and damages is
slightly different from the net economic effect because of
nonlinearities, but the sum of the abatement and damage
costs provides a good approximation of the economic im-
pacts. Any policy with a benefit-cost ratio below 1 has nega-
tive net economic value relative to no controls. Most of the
policies pass a benefit-cost test relative to the baseline. The
exceptions—the worse-than-nothing cases—are the Stern
proposal, the Gore proposal, and very tight controls (such as
extremely tight temperature or CO2 limits).

In judging these ratios, recall that policies are assumed
to have complete participation and to be efficiently imple-
mented. If inefficient implementation occurs (say, through
inefficient allocation of permits, differential standards, exclu-
sions, inefficient taxation, or regional exemptions), then the
costs will rise and the benefit-cost ratio of even the optimal
policy could easily decline below 1.

Table 5-3 also shows the impact of different proposals
on costs and damages separately. There are clearly big stakes
involved in climate-change policies. Efficient policies can avoid
at least $5 trillion in discounted damages with costs of less
than half that. On the other hand, inefficient programs can
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easily cost $5 trillion, $10 trillion, or $30 trillion more than
efficient programs. We will examine the patterns of inefficiency
later.

We also calculate the incremental abatement costs and
climate damages as a percentage of income in Figure 5-3 (all

Table 5-3. Incremental Abatement Costs and Damages
Relative to Baseline, and Benefit-Cost Ratio 

of Different Approaches

Benefits 
(Reduced Abatement 
Damages) Costs

Benefit-
Policy (Trillions of 2005 U.S. $) Cost Ratio

50-year delay 3.69 1.55 2.4
Optimal 5.23 2.16 2.4
Concentration limits

Limit to 1.5 � CO2 12.60 27.20 0.5
Limit to 2 � CO2 6.57 3.90 1.7
Limit to 2.5 � CO2 5.24 2.16 2.4

Temperature limits
Limit to 1.5°C 12.60 27.03 0.5
Limit to 2°C 9.45 11.25 0.8
Limit to 2.5°C 7.22 5.24 1.4
Limit to 3°C 5.88 2.86 2.1

Kyoto Protocol
Kyoto with United States 1.17 0.54 2.2
Kyoto w/o United States 0.12 0.02 5.0
Strengthened 6.54 5.82 1.1

Stern Review discounting 13.53 27.70 0.5
Gore proposal 12.50 33.86 0.4
Low-cost backstop 17.63 0.44 39.9

Note: The numbers are differences from the baseline case of no controls.
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discounted values). For moderately efficient policies, the
abatement cost is limited to between 0.1 and 0.25 percent of
income (on a present-value basis). This is much less than the
costs under the ambitious programs implicit in the Stern and
Gore proposals, in which abatement costs amount to around
1.5 percent of income (the Stern Review estimates the present
value of abatement costs to be 1 percent of income). Averted
damages are substantial because our estimates of the poten-
tial damages of climate change are large. Efficient policies re-
duce damages by 0.2 to 0.4 percent of global income, while
the most stringent policies reduce damages by at most 0.6
percent of income.
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Figure 5-3. Costs and benefits as percentage of income. Abatement
costs and benefits (reduced damages) for major policies are separated
and shown as a percentage of total income (all figures are discounted
at the consumption discount rate). Figures are shown relative to the
baseline of no controls. See Figure 5-1 for the definitions of polices.
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Emissions Controls, the Social Cost of 
Carbon, and Carbon Prices

One of the most important calculations in the DICE model is
the social cost of carbon (SCC). Our estimate, shown in Table
5-1, is that the SCC with no interventions is about $28 per
metric ton of carbon in 2005. This result is slightly below the
average reported in the IPCC Fourth Assessment Report.2 The
SCC is always at or above the optimal carbon tax, but in our
calculations the difference is relatively small in early periods.

The SCC in the baseline case is particularly informative
because it indicates the maximum value that any efficient
emissions-control program should take. In other words, a
partial program (such as one with less than complete partici-
pation) might have a carbon price above the optimal carbon
price, but never above the SCC. Note also that the SCC is well
below the carbon price in approaches that impose inefficiently
tight controls, such as the Stern Review and the Gore proposal.

Table 5-4 and Figure 5-4 show the carbon prices associ-
ated with the different policies. For most cases analyzed here,
the prices are assumed to be harmonized within and among
countries. Harmonization could occur either through harmo-
nized taxes or through a system of fully tradable emissions
permits.

The optimal policy has a carbon tax of $34 per metric
ton of carbon in 2010 (all calculations are in 2005 interna-
tional U.S. dollars).3 The optimal tax rises in future years,
reaching $42 per ton in 2015, $90 per ton in 2050, and $202
per ton in 2100. For reference, a carbon tax of $20 per metric
ton would raise coal prices by $10 per ton, which is about 40
percent of the current U.S. mine-mouth coal price in 2005.
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Table 5-4. Carbon Prices or Taxes for Different Policies

2005 2015 2025 2035 2045 2055 2065 2075 2085 2095 2105

Policy (2005 U.S. dollars per ton of carbon)

No controls
250-year delay 0.08 0.03 0.04 0.07 0.10 0.15 0.23 0.35 0.53 0.79 1.18
50-year delay 0.08 0.03 0.04 0.07 0.10 99.31 118.26 139.33 162.82 189.02 218.25

Optimal 27.28 41.90 53.39 66.49 81.31 98.01 116.78 137.82 161.37 187.68 217.02
concentration limits

Limit to 1.5 �CO2 144.04 247.61 421.92 609.52 659.23 695.10 720.73 738.71 750.96 758.88 763.51
Limit to 2 �CO2 29.24 45.11 58.67 75.18 95.69 121.96 157.06 206.45 280.13 396.87 494.11
Limit to 2.5 �CO2 27.28 41.90 53.39 66.49 81.31 98.01 116.78 137.82 161.37 187.68 217.02

Temperature limits
Limit to 1.5°C 106.50 174.68 268.94 410.07 611.49 870.32 1,018.38 997.24 818.69 932.67 865.51
Limit to 2°C 45.30 71.82 102.25 146.01 209.83 303.07 436.46 615.52 817.77 919.77 807.01
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Limit to 2.5°C 31.29 48.48 64.04 83.72 109.15 142.90 188.88 252.76 341.91 463.38 615.68
Limit to 3°C 27.89 42.89 54.98 69.04 85.38 104.52 127.16 154.40 187.82 229.76 283.55

Kyoto Protocol
Kyoto with 

United States 0.08 15.02 15.72 14.74 13.70 12.95 12.40 11.99 11.67 11.43 11.25
Kyoto w/o 

United States 0.08 1.56 1.08 0.95 0.93 0.95 0.23 0.35 0.53 0.79 1.18
Strengthened 0.08 19.82 53.15 114.51 181.34 223.05 251.54 275.48 296.34 314.21 329.30

Stern Review 
discounting 248.98 336.38 408.68 480.24 554.59 633.89 719.59 812.89 915.08 958.01 939.82

Gore proposal 24.99 94.14 264.73 501.28 794.11 948.82 928.56 909.29 890.96 873.52 856.93
Low-cost backstop 5.00 4.88 4.76 4.65 4.55 4.45 4.35 4.26 4.18 4.09 4.02

Note: Prices are globally averaged. For most cases, carbon prices are harmonized across regions through trading or uniform taxes. Note that first-

period prices begin in 2008 at the earliest and represent the impact of the Kyoto Protocol.
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Figure 5-4. Carbon prices under different policies. The globally averaged carbon price
under different policies over the next century. Note the upward tilt of the strategies.
These prices are per ton of carbon; for prices per ton of CO2, divide by 3.67.
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Further, a carbon tax of $10 per ton would raise gasoline
prices by about 4 U.S. cents per gallon.

The no-controls case has an initial Hotelling rent of
$0.07 per ton of carbon (reflecting the relative abundance of
carbon fuels). Policies that stabilize CO2 concentrations and
temperature have initial carbon taxes close to those in the op-
timal policy for all but the tightest targets. These taxes tend to
rise sharply as the target approaches, as is seen particularly for
the tight concentration and temperature targets. The optimal
policy to meet these targets delays high carbon taxes to the fu-
ture. Reducing future emissions is a cost-effective way to meet
economic and climatic targets both because it is less expensive
in a present-value sense and because some of the current
emissions will have been removed from the atmosphere when
the target becomes a binding constraint.

Table 5-5 and Figure 5-5 show the emissions-control rate
for CO2 in the different policies. These show the extent to which
GHG emissions are reduced below their reference levels. In the
optimal path, emissions reduction begins at a rate of about
16 percent of baseline emissions in the second model period
(2011–2020) and climbs slowly over the next century, reaching
about 25 percent by 2050. The tightest climate-target paths start
with relatively low emissions-control rates but then climb
sharply to emissions-control rates between 25 and 80 percent
by midcentury. (Interpretation of the first period, 2000–2009, is
complicated because most of that period is history. We assume
that policies are introduced in 2011 unless otherwise stated.)

The economic problems with the ambitious Gore and
Stern strategies are shown by the high emissions-control rates
and carbon prices that they prescribe. The 80 to 90 percent
control rates by the mid-twenty-first century require (ac-
cording to our estimates) carbon prices in the range of $600
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Table 5-5. Emissions-Control Rates for Different Policies

2005 2015 2025 2035 2045 2055 2065 2075 2085 2095 2105

Policy (Fraction of Global Baseline Emissions)

No controls
250-year delay 0.005 0.003 0.003 0.005 0.006 0.007 0.009 0.012 0.015 0.019 0.024
50-year delay 0.005 0.003 0.003 0.005 0.006 0.271 0.302 0.335 0.370 0.406 0.444

Optimal 0.005 0.159 0.185 0.212 0.240 0.269 0.300 0.333 0.368 0.404 0.443
concentration limits

Limit to 1.5 � CO2 0.005 0.428 0.583 0.725 0.766 0.799 0.825 0.846 0.864 0.879 0.891
Limit to 2 � CO2 0.005 0.166 0.195 0.227 0.262 0.304 0.354 0.417 0.500 0.613 0.700
Limit to 2.5 � CO2 0.005 0.159 0.185 0.212 0.240 0.269 0.300 0.333 0.368 0.404 0.443

Temperature limits
Limit to 1.5°C 0.005 0.352 0.454 0.581 0.735 0.905 1.000 1.000 0.906 0.985 0.955
Limit to 2°C 0.005 0.215 0.265 0.328 0.406 0.504 0.625 0.765 0.906 0.978 0.919
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Limit to 2.5°C 0.005 0.173 0.205 0.240 0.282 0.332 0.392 0.466 0.558 0.668 0.791
Limit to 3°C 0.005 0.162 0.188 0.216 0.246 0.279 0.315 0.355 0.400 0.452 0.514

Kyoto Protocol
Kyoto with 

United States 0.005 0.090 0.094 0.092 0.089 0.087 0.086 0.086 0.085 0.085 0.086
Kyoto w/o 0.005 0.026 0.021 0.020 0.020 0.020 0.009 0.012 0.015 0.019 0.024

United States
Strengthened 0.005 0.105 0.184 0.286 0.374 0.425 0.460 0.489 0.515 0.538 0.556

Stern Review 0.423 0.507 0.573 0.635 0.696 0.759 0.825 0.893 0.964 1.000 1.000
discounting

Gore proposal 0.005 0.250 0.450 0.650 0.850 0.950 0.950 0.950 0.950 0.950 0.950
Low-cost backstop 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000

Note: The emissions-control rates for the first period begin in 2008 unless otherwise stated. These control rates are beyond any “negative cost”

abatement.
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Figure 5-5. Emissions-control rates under different policies. The global emissions-
control rate for CO2 under different policies over the next century. Note the upward-
tilted ramp of the strategies.
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to $900 per ton of carbon. The dislocations involved in these
prices are extremely large, and the economic costs are conse-
quently also large. These carbon price estimates also apply to
the recent German proposal for a 50 percent cut in global
emissions from 1990 levels by the mid-twenty-first century.

Emissions, Concentrations, and Climate Change
EMISSIONS

We next examine the impact of different policies on the climatic
variables. Table 5-6 and Figure 5-6 show the aggregate indus-
trial CO2 emissions per decade. Projections of baseline or un-
controlled industrial CO2 emissions in DICE-2007 continue to
rise rapidly in coming decades, reaching 19 billion tons of car-
bon (gigatons of carbon, or GtC) annually in 2100. In the opti-
mal case, emissions are limited to 12.5 GtC annually in 2100.

Annual emissions follow a hump-shaped pattern for the
scenarios with emissions reductions, with the hump being
around 2100 for the optimal case and around 2050 for the cli-
mate restrictions. None of the efficient paths—even the one
restricting the temperature increase to 2°C—calls for declin-
ing emissions paths from the start. By comparison, the ambi-
tious programs of Gore and Stern call for immediate
emissions reductions or limitations. The front-loaded emis-
sions reductions in the ambitious proposals lead to much
more costly profiles than the ones that are efficiently con-
structed and hump shaped.

CONCENTR ATIONS

Atmospheric concentrations of CO2 are shown in Table 5-7
and Figure 5-7. Beginning at an atmospheric concentration of
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Table 5-6. Global Emissions of Industrial CO2 per Decade by Policy

2005 2015 2025 2035 2045 2055 2065 2075 2085 2095 2105

Policy (Billions of Metric Tons of Carbon per Decade, Industrial Sources)

No controls
250-year delay 74.3 87.4 99.7 111.5 123.1 134.7 146.5 158.6 171.1 184.1 197.5
50-year delay 74.3 87.5 99.7 111.5 123.1 99.0 103.3 106.8 109.7 111.7 112.8

Optimal 74.3 73.7 81.6 88.3 94.2 99.3 103.6 107.2 110.1 112.1 113.1
Concentration limits

Limit to 1.5 � CO2 74.3 50.1 41.6 30.7 28.7 27.0 25.6 24.5 23.5 22.7 22.0
Limit to 2 � CO2 74.3 73.1 80.6 86.6 91.4 94.5 95.6 93.7 87.0 72.8 60.9
Limit to 2.5 � CO2 74.3 73.7 81.6 88.3 94.2 99.3 103.6 107.2 110.1 112.1 113.1

Temperature limits
Limit to 1.5°C 74.3 56.7 54.5 46.8 32.7 12.8 0.0 0.0 16.1 2.8 9.0
Limit to 2°C 74.3 68.8 73.4 75.2 73.5 67.2 55.5 37.7 16.4 4.2 16.4
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Limit to 2.5°C 74.3 72.5 79.6 85.1 88.9 90.7 89.9 85.7 76.9 62.4 42.5
Limit to 3°C 74.3 73.5 81.3 87.8 93.4 97.9 101.4 103.7 104.4 103.0 98.7

Kyoto Protocol
Kyoto with 74.3 79.8 90.7 101.7 112.8 123.9 135.2 146.8 159.0 171.8 185.3

United States
Kyoto w/o 74.3 85.4 97.9 109.8 121.3 132.9 146.5 158.6 171.7 184.1 197.5

United States
Strengthened 74.3 78.5 81.6 80.0 77.6 78.1 80.0 82.0 84.3 86.8 89.6

Stern Review 43.1 43.2 42.7 40.9 37.6 32.7 25.9 17.2 6.2 0.0 0.0
discounting

Gore proposal 74.3 65.9 55.2 39.3 18.6 6.8 7.3 8.0 8.6 9.3 10.1
Low-cost backstop 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0

Note: Policies are assumed to be introduced in 2008 unless otherwise stated.
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Figure 5-6. Global emissions of industrial CO2 per decade under different policies.
The global emissions of industrial CO2 under different policies over the next century.
The figure for 2005 is the actual value.
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Table 5-7. Atmospheric CO2 Concentrations by Policy

2005 2015 2025 2050 2100 2200

(Atmospheric Concentrations, 
Policy Parts per Million of Carbon)

No controls
250-year delay 379.8 405.2 432.7 507.9 685.9 1,182.6
50-year delay 379.8 405.2 432.7 507.9 602.9 667.6

Optimal 379.8 405.2 426.2 480.9 586.4 658.5
Concentration limits

Limit to 1.5 �CO2 379.8 405.2 415.1 420.2 420.2 420.2
Limit to 2 �CO2 379.8 405.2 425.9 479.0 557.8 558.0
Limit to 2.5 �CO2 379.8 405.2 426.2 480.9 586.4 658.5

Temperature limits
Limit to 1.5°C 379.8 405.2 418.2 434.4 400.4 388.2
Limit to 2°C 379.8 405.2 423.9 466.2 464.9 442.2
Limit to 2.5°C 379.8 405.2 425.7 477.3 544.4 504.6
Limit to 3°C 379.8 405.2 426.1 480.4 579.3 575.7

Kyoto Protocol
Kyoto with United States 379.8 405.2 429.1 496.0 660.3 1,166.2
Kyoto w/o United States 379.8 405.2 431.7 505.6 684.0 1,181.5
Strengthened 379.8 405.2 428.5 474.9 543.8 629.2

Stern Review discounting 379.8 390.5 400.0 417.0 404.4 361.2
Gore proposal 379.8 405.2 422.5 430.9 399.2 399.4
Low-cost backstop 379.8 370.3 363.3 352.2 340.3 325.2

380 ppm in 2005, baseline concentrations rise to 686 ppm in
2100 and 1,183 ppm in 2200. In the optimal control case, con-
centrations are limited to 586 ppm in 2100 and 659 ppm in
2200. Most of the differences between the CO2 concentrations
in the economic optimum and in the climatic-limits cases
come after 2050.
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Figure 5-7. Atmospheric CO2 concentrations under different policies. The atmospheric
concentrations of CO2 under different policies over the next century. The figure for 2005
is the actual value.

3
5
2
2
5
_
u
0
1
.
q
x
d
  2

/
2
0
/
0
8
  5

:
3
6
 P
M
  P

a
g
e
 1
0
4



Results of the DICE-2007 Model Runs 105

_
_
_

TEMPER ATURE INCREASE

The increases in global mean temperature are shown in Table
5-8 and Figure 5-8. The baseline temperature increase of
0.73°C in 2005 (relative to the 1890–1910 average). The pro-
jected increase for the baseline scenario is 3.06°C by 2100 and
5.30°C by 2200. Clearly, according to the DICE-model projec-
tions, major warming is in store because of past emissions and
climatic inertia. By comparison, the economic optimum has a
projected increase of 2.61°C by 2100 and 3.45°C by 2200.

Except for the ambitious policy proposals of Gore and
Stern, all runs have very similar concentration and tempera-
ture trajectories through the middle of the twenty-first cen-
tury. After 2050, the scenarios with economic or climatic
limits begin to trend downward relative to the other paths.
The ambitious programs show a much sharper downward tilt,
with warming for both cases peaking at around 1.6°C. The
most successful emissions limitation is, of course, the low-cost
backstop technology, which has zero effective emissions. Even
with zero future emissions, however, the global temperature
increase is close to 1°C.

One of the sobering results of integrated assessment
analyses shown in these figures is how difficult it is to have a
major impact on the temperature trajectory over the next cen-
tury because of inertia in the economic and climate systems.
The optimal path reduces global mean temperature by about
0.5°C relative to the baseline in 2100. Even if emissions were
reduced 50 percent relative to the baseline by the mid-twenty-
first century, global temperature change would still be at least
2°C. Only the ambitious paths, with excess abatement costs of
$25 trillion to $34 trillion in present value (1.2 to 1.7 percent
of global output), make a very large dent in global warming by
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Table 5-8. Projected Global Mean Temperature 
Change by Policy

2005 2015 2025 2050 2100 2200

Policy (Temperature increase from 1900, degrees C)

No controls
250-year delay 0.73 0.96 1.20 1.82 3.06 5.30
50-year delay 0.73 0.96 1.20 1.81 2.72 3.52

Optimal 0.73 0.95 1.17 1.68 2.61 3.45
Concentration limits

Limit to 1.5 � CO2 0.73 0.94 1.10 1.36 1.61 1.78
Limit to 2 � CO2 0.73 0.95 1.16 1.67 2.48 2.84
Limit to 2.5 � CO2 0.73 0.95 1.17 1.68 2.61 3.45

Temperature limits
Limit to 1.5°C 0.73 0.94 1.12 1.43 1.50 1.50
Limit to 2°C 0.73 0.95 1.15 1.61 2.00 2.00
Limit to 2.5°C 0.73 0.95 1.16 1.66 2.41 2.50
Limit to 3°C 0.73 0.95 1.17 1.68 2.57 2.99

Kyoto Protocol
Kyoto with 

United States 0.73 0.96 1.18 1.76 2.94 5.23
Kyoto w/o 

United States 0.73 0.96 1.20 1.81 3.05 5.29
Strengthened 0.73 0.95 1.17 1.66 2.39 3.26

Stern Review 
discounting 0.73 0.89 1.03 1.31 1.52 1.27

Gore proposal 0.73 0.95 1.14 1.42 1.49 1.58
Low-cost backstop 0.73 0.80 0.84 0.86 0.90 0.83

Note: Increases are relative to the 1900 average.
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Figure 5-8. Projected global mean temperature change under different policies. Increases
are relative to the 1900 average.
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2100. However, the efficient policies have a more substantial
impact over the longer run. Relative to the baseline, the tem-
perature reductions in 2200 of the optimal path, the CO2-
concentration-doubling target, and the 2.5°C temperature
target are 1.85, 2.46, and 2.80°C, respectively.

Other Economic Variables

The model includes many other economic and environmental
variables that are part of the integrated assessment analysis.
Figure 5-9 shows per capita consumption for a representative
set of scenarios, while Figure 5-10 shows the historical and
projected carbon-output ratio.

Two points about the trends should be noted. First, the
model assumes continued rapid economic growth in the years
ahead, although with slightly slower growth than over the past
four decades. The average growth in global per capita con-
sumption (PPP weighted across countries) over the 1960–2000
period was around 2.5 percent per year. The DICE-model
projection for the 2000–2100 period is 1.3 percent per year.
This leads to a level of per capita consumption of $25,000 in
2105, compared with $6,620 in 2005. This growth will lead to
increased emissions, but it will also improve living standards
and provide resources for coping with global warming.

A second feature of the DICE-2007 projection is a pro-
jected slowing in the rate of decarbonization in the baseline
projection, shown in Figure 5-10. Over the 1965–2005 period,
the estimated decline in the CO2-GDP ratio was 1.7 percent
per year. However, our disaggregated projections envision
both less of a shift to low-carbon fuels and more of a rise in the
share of developing countries with high CO2-GDP ratios (such
as China). These trends together imply that the decline in the
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CO2-GDP ratio over the next century will be only 0.6 percent
per year. This trend has important implications for the Kyoto
Protocol because the Kyoto Protocol constrains only high-
income countries. It also means that a substantial part of the
“free” decarbonization that we have enjoyed over the past half
century may not be available in the next few years.

Additionally, we emphasize that the size of the income
redistribution under some of the policies is substantial. Figure
5-11 shows the carbon revenue transfers as a percentage of total
consumption for different policies and periods. The revenue
transfers are the total dollars transferred from consumers
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Figure 5-10. Carbon intensity of global production, history and
projection, 1965–2105. The history and DICE-model projections
of the carbon intensity of production, which is defined as CO2

emissions per constant-price unit of world output. Because this is
a logarithmic scale, the slope is the average growth rate. Note that
the rate of decarbonization (as measured by the negative growth rate)
has slowed in recent years.
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Figure 5-11. Carbon revenue transfers as a percentage of world consumption. The total
transfers from consumers to producers and taxpayers due to carbon restrictions. These
would apply whether the restrictions were imposed by cap-and-trade measures or by
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to producers (if permits are allocated to producers) or to
governments (if constraints are imposed through efficient
carbon taxes). The redistribution of income is a substantial
fraction of world consumption, particularly for the ambitious
plans. We put these numbers in perspective in the final chap-
ter of this book.

Why Have the Estimated Optimal Carbon Taxes
Increased since 1999?

The current round of DICE modeling provides estimates of
the optimal carbon tax that are much larger than those in the
last round. In the RICE/DICE model of 1999, the optimal car-
bon tax was estimated to be $9.13 per ton of carbon in 2005,
whereas in the current round the estimate is $27.28 per ton of
carbon. What accounts for this large difference?

There have been many changes in the model structure
and data since the last complete round, as described in ear-
lier chapters. It would be very tedious to go through the im-
pact of every change. Rather, we can take a shortcut by
making a very simple approximation of the optimal carbon
tax. Under highly simplified assumptions, the optimal car-
bon tax is proportional to (Z � TSC � Y) / R, where Z is the
ratio of damages to output at 3°C, TSC is the temperature-
sensitivity coefficient, Y is world output, and R is the average
discount factor.4

Table 5-9 shows a decomposition of the increase in the
nominal value of the optimal carbon tax into the major fac-
tors. We have shown the changes as logarithmic percentages,
which are the differences between the natural logarithms of
two numbers in percentage terms. The logarithmic percent-
age is the same as the usual percentage change for small num-
bers. It has the advantage of being additive, unlike the usual
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Table 5-9. Comparison of Major Assumptions and Results 
for DICE-2007 and DICE-1999

Variable DICE/RICE-1999 DICE-2007 Percentage difference*

a World GDP, 2005 (trillions of U.S. $) 30.52 55.58 60
Components of GDP change:
a1 Inflation 32
a2 Change from MER to PPP 29
a3 Projection errors plus composition

effects �1
b Change in damage function 64
c Change in real interest rate �27
d Temperature-sensitivity coefficient 2.90 3.00 3
e Sum of factors 100
f Carbon tax, 2005 ($ per ton of carbon) 9.13 27.28 109

Note: Major determinants of the carbon taxes in the DICE-2007 model with the comparable estimate in the DICE/RICE-1999 model.

*The percentage differences are in natural logarithms. Therefore, the difference between 1 and 1.1 � ln(1.1) � 0.095 � 9.5 percent, while the

difference between 1 and 2 � ln(2) � 0.693 � 69.3 percent. The advantage of using logarithmic percentages is that the sum of the different

factors adds exactly to the total.
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percentage change, so that the sum of the logarithmic factors
equals the total.

As shown in the bottom row of the table, the 2005 opti-
mal carbon tax in the current round is higher than the 1999
estimate by a factor of 2.99, which is a logarithmic difference
of 109 percent. The major contributor to this increase, shown
in row a, is an increase in world output in nominal terms that
is 60 percent higher than the earlier estimate. The higher level
of world output arises from two sources that are approxi-
mately equal. The first, shown in row a1, is that 32 percent of
the increase in world output is inflation, that is, simply be-
cause of moving from 1990 prices to 2005 prices. The second
and more surprising source, shown in row a2, comes from
moving from market exchange rates (MER) to purchasing-
power-parity (PPP) exchange rates as a measure for output,
which leads to a 29 percent change in estimated world output.
This change reflects the fact that the earlier MER-based esti-
mates effectively underweighted the income level to which the
damage function applies. The final (very small) term shown in
row a3 is the combination of projection errors (actual minus
predicted) for individual countries and the composition ef-
fects, which subtract 1 percent from world output.

A second contribution to this increase comes from the
change in the damage function, which contributes 64 per-
centage points to the carbon tax, as shown in row b. This
increase comes primarily because the new DICE model re-
duces the estimated economic benefits of warming at low
rates of warming for some regions. The difference can be
seen in Figure 3-3.

The discount factor over a 20-year period contributes
�27 percent to the higher carbon tax, as shown in row c. The
negative contribution of the discount rate arises because we
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have raised our estimate of the real return on goods in the
current modeling runs. The final factor is the temperature-
sensitivity coefficient, shown in row d, which is raised slightly
and contributes 3 percent to the increase in the carbon tax in
the simplified model.

The sum of these four factors, shown in row e, totals 100
logarithmic percent. This compares with an increase of 109
percent in the calculated carbon tax in DICE-2007 relative to
DICE/RICE-1999. We have not attempted to further decom-
pose the difference between the two DICE-model estimates.

In summary, there has been a major increase in the esti-
mated optimal nominal carbon tax since the last round of
estimates. About one-quarter is due to inflation, one-quarter
is caused by moving to a PPP output base, and the balance is
primarily due to a higher damage function. Other factors sum
up to approximately zero in their effects.
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Analytical Background

One of the important features of public goods like global warm-
ing is that there are widely disparate incentives to participate
in measures to mitigate the damages. The differences reflect dif-
ferent perceptions of damages, income levels, political struc-
tures, environmental attitudes, and country sizes. For example,
Russia may believe that it will benefit from at least limited
warming, while India may believe that it will be significantly
harmed. The structures of the Framework Convention on Cli-
mate Change (which requires only the participation of high-
income countries) and the Kyoto Protocol (which excludes
major developing countries in principle and the United States
in practice) indicate that a realistic analysis of policies must
allow for differing national or sectoral rates of participation in
international agreements. As a result, without some mechanism
to capture differential participation, global models will miss
important aspects of nationally differentiated strategies.

VI
The Economics of Participation

_
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The standard approach to modeling differential partici-
pation is to disaggregate to the level of the decision makers, in
this case primarily the nations, although the level might even
be subunits like U.S. states. Earlier versions of the DICE/RICE
models examined multiple regions and analyzed the effects of
differential participation and policies.

The current version introduces a participation function.
This allows model runs in which a subset of countries has emis-
sions reductions in a harmonized fashion while the balance of
countries undertakes no emissions reductions. Because of the
functional form of the abatement-cost equation in the DICE
model, we can derive an exact mathematical representation of
the result of incomplete (but harmonized) participation. This
new specification allows for estimates of the impact of alterna-
tive groupings of structures such as the Kyoto Protocol.

We first describe the algebraic derivation of the partici-
pation function. Assume that only a fraction of countries par-
ticipates in the climate protocols, where this group has a
fraction of emissions equal to 
(t). Assume for expositional
purposes that the emissions-output ratios of participants are
equal to those of nonparticipants. Define the control rate of
the participants as �P(t), while the control rate of nonpartici-
pants is �NP(t) � 0. A critical part of the model is that the
marginal costs of emissions are equated among participants,
say, through emissions trading. Then the abatement cost of
participants, �P(t), and the aggregate cost, �(t), are given by

�(t) � �P(t) � QP(t)�1(t)�P(t)�2,

where QP(t), QNP(t), and Q(t) are the output levels of partici-
pating and nonparticipating countries and the global total,
while �1(t) and �2 are parameters of the abatement-cost
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function (see the Appendix for definitions of the variables).
The overall control rate is given by

�(t)  �P(t)
(t).

Substituting, and recalling that QP(t)  Q(t)
(t), we get

�(t) � {Q(t)
(t)}�1(t){�(t)/
(t)}�2

� Q(t)�1(t)�(t)�2
(t)1��2
.

This compares with a complete-participation abatement-cost
function of

�(t) � Q(t)�1(t)�(t)�2.

Therefore, with incomplete participation, abatement costs
for a given global control rate rise by the factor �(t) � 
(t)1-�2

where �(t) is the “participation-cost markup.” There is an inef-
ficiency induced by nonparticipation; the inefficiency is an ex-
ponential function of the parameter (�2 � 1), which represents
the convexity of the marginal-cost-of-abatement function. If
marginal costs are constant (which makes no economic sense),
the parameter (�2 � 1) is zero and there is no penalty from in-
complete participation. On the other hand, if the marginal-cost
function is rising with higher abatement (as is found in virtually
all studies), and (�2 � 1) � 0, and particularly if it is convex (as
is suggested by most empirical cost studies), then incomplete
participation is costly.1

Applications

We provide three illustrations of how participation matters to
the efficiency of a policy. Begin with the example of the Kyoto

118 The Economics of Participation
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Protocol. The major result of our analysis is that the Kyoto
Protocol is an expensive and inefficient approach, given the
high costs and meager rewards. We can see why this is the case
by using the participation function, which was used in the
modeling of the Protocol.

Annex I countries, including the United States, were
responsible for about 66 percent of global CO2 emissions in
1990. We estimate that the exponent of the cost function is
�2 � 2.8. With 66 percent participation, the cost of incomplete
participation was (0.66)�1.8 � 2.1 times the cost with com-
plete participation (here complete participation is the same
as global trading).2 However, by 2010, the participation rate
(with the U.S. withdrawal and the increasing share of devel-
oping countries) is estimated to be about 33 percent. The
cost with incomplete participation is estimated to be
(0.33)�1.8 � 7.4 times the cost of the same global emissions re-
duction with full participation.

As another example, we can look at how the optimal pol-
icy depends upon the participation rate. For this experiment,
we allow the participation rate to vary exogenously from 0 to
100 percent. For reference purposes, the original Kyoto Proto-
col covered about 66 percent of 1990 emissions, whereas the
current Protocol is estimated to cover about 33 percent of
emissions for 2010. In an optimal policy, the global average
carbon tax and control rate will decline as participation falls.
For this experiment, we optimize carbon emissions, the global
carbon tax, and the emissions-control rate for the exogenous
participation rate.

Figure 6-1 shows the optimal global carbon tax in 2015
as a function of the participation rate. The optimal carbon tax
for 100 percent participation is $42 per ton (the value shown
in Table 5-4). However, note that the equivalent global carbon
tax falls more than proportionally with participation because
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Figure 6-1. Globally averaged carbon tax as a function of partici-
pation rate, 2015. These special runs calculate the optimal policies as
a function of the global participation rate. This figure shows how the
2015 globally averaged carbon tax varies with the participation rate.
The carbon tax of the participants is virtually unchanged as the par-
ticipation rate changes.

of the convexity of the cost function. Figure 6-2 shows the loss
in welfare that arises from incomplete participation. This re-
sult shows again how important full participation is. Even if
a perfectly efficient policy is designed and implemented, a
substantial fraction of the potential gains will be lost if there is
incomplete participation.

A third application is to ask how close we can get to the
global optimum with an architecture that limits emissions con-
trols to major countries. This proposal is somewhat in the spirit
of the Bush administration’s May 2007 proposal in which it laid
out a plan for an agreement on climate change among 10 to 15
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large emitters.3 We calculate the cost penalty that arises from
limiting the scope of the policy to a subset of countries. Using
the formula developed earlier, we can calculate the ratio of the
cost of achieving a policy with limited participation to the cost
with universal participation. Table 6-1 shows the results of the
calculations. For this purpose, we have used constant 2004
emissions to estimate the cost of nonparticipation. Our esti-
mate is that for these groupings, the shares of the large countries
in global emissions are relatively stable over the next few
decades as long as the large developing countries are included.

According to our estimates, limiting participation to the
big five emitters (the United States, China, Russia, India, and
Germany) would cover a little more than half of global emissions.
The cost penalty would be a factor of around 3. This indicates
that obtaining a given climatic objective, such as temperature or
concentration stabilization, would cost three times as much if
the agreement were limited to the big five. At the other end, we
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Figure 6-2. Loss of economic welfare from nonparticipation.
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include the European Union and the big nine (which include
the big four non-European countries plus Brazil, Canada,
Japan, Mexico, and South Africa). Including these countries
would expand an agreement to cover 75 percent of emissions;
this would lead to a cost penalty of 68 percent.

All these experiments reinforce the point that for an
additive global public good like reducing global warming by
emissions reductions, achieving a high level of participation is
important. The final experiment suggests that including the
major countries or groupings can move a substantial way
toward the goals of complete participation.
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Table 6-1. Penalty from Limiting Agreements 
to Large Countries

A. Fraction of global emissions
Big five countries 0.528
Big four countries plus WE 0.632
All major (EU plus big nine) 0.749

B. Cost penalty (ratio to complete participation)
Big five countries 3.16
Big four countries plus WE 2.29
All major (EU plus big nine) 1.68

Note: Big five are United States, China, Russia, India, and Germany. Big four are

United States, China, Russia, and India. WE includes only Western European mem-

bers of EU. Big nine includes big four plus Brazil, Canada, Japan, Mexico, and South

Africa. Part A of the table shows the fraction of 2005 global CO2 emissions that come

from the different groups. Part B shows the cost penalty associated with partial par-

ticipation. For example, if only the big five countries are included, this would cover

53 percent of emissions, and the cost penalty for attaining a given global emissions

reduction would be a factor of 3.16.
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VII
Dealing with Uncertainty in

Climate-Change Policy

General Background on Uncertainty

Behavioral studies have repeatedly shown that people overes-
timate their confidence in their knowledge of the world. Not
only do people underestimate the range of possible outcomes,
but they also often forget that there are forces that they have
not thought about, or do not know about, that will upset their
plans and expectations. The overconfidence problem can eas-
ily arise in analytical studies, such as computerized approaches
like the DICE model, where the results are shown with great
precision and with many significant digits. How confident can
we be in the results of our modeling? What are the implica-
tions for climate-change policy of accounting for uncertain-
ties? These topics are addressed in this chapter.

What do we mean by uncertainty? In the present con-
text, we have a complex system that is imperfectly understood
in the sense that we are unsure how the system will evolve in
the future. The uncertainty is based on incomplete knowledge
about external variables and about the system itself. For the

_
_
_
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first of these, there are outside or exogenous forces (such as
population or GHG concentrations) that we can measure,
perhaps imperfectly, for the past, but can only project with er-
ror for the future. Second, there are the natural and societal
systems that take these exogenous influences and generate
variables of importance, such as output, emissions, climate
change, and impacts. The forms of these equations, as well as
their parameters, are not completely known and in some
cases, such as impacts, may hardly be known at all.

We can simplify by assuming that all these systems are
represented by a (potentially very large) number of parame-
ters. These parameters might be population, temperature sen-
sitivity, the amount of carbon in the biosphere, the rate of
technological change for renewable resources, and so forth.
The purpose of uncertainty analysis is, first, to identify a man-
ageable set of parameters to investigate; second, to estimate
the potential distribution of each of the important parame-
ters; and third, to estimate the impact of the parameter uncer-
tainties on important questions. For the DICE model, we have
initially boiled the climatic-economic system down to 17 im-
portant equations and 44 important parameters. In this chap-
ter, we further limit the analysis to eight major uncertainties.

We should pause to describe the nature of the probabili-
ties that are used here. These are not “objective” or “frequen-
tist” probabilities, such as might be observed from long time
series on stock-market returns or mortality rates. Rather, they
are “subjective” or “judgmental” probabilities, stemming from
the approach developed by Frank Ramsey (1931) and L. J. Sav-
age (1954). Judgmental probabilities are ones that are held
by individuals and are based on formal or informal reasoning
about phenomena, rather than solely on observed events.

It is generally necessary to use judgmental probabilities
in analyses of climate change because there are limited or no

124 Dealing with Uncertainty in Climate-Change Policy
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historical observations on which to base assessments of the
parameters of concern. We cannot, for example, estimate the
economic impact of a 3°C rise in global temperature from his-
torical data because nothing resembling that kind of global
change has occurred in the historical record of human soci-
eties. There is no single methodology for determining
judgmental probabilities; researchers rely on a variety of tech-
niques, including personal judgments, betting markets, sur-
veys of experts, and comparisons of results from alternative
models or theories, to provide information for the underlying
distributions.

A growing body of literature examines the impacts of
climate-change uncertainty. This analysis has three general
purposes: first, we might simply want to know how uncertain
the future is for the major variables; second, we might want
to examine the implications of uncertainty for climate-change
policies; finally, we might consider the impact on both our
projections and our policies of learning about the economic
and natural systems. In the present chapter, we examine only
the first two of these three topics. We then conclude with
some reflections on the implications of potentially cata-
strophic outcomes.

Technical Background for the Estimates

In undertaking an analysis of the uncertainty of the system,
the first step is to determine which of the many possible un-
certainties we wish to examine. On the basis of earlier studies
using the DICE model, as well as studies by other scholars,
we have selected eight of the major parameters in the DICE
model for further study: uncertainties about the growth rate
of total factor productivity, the rate of decarbonization, popu-
lation growth, the cost of the backstop technology, the
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damage-output coefficient, the atmospheric retention fraction
of carbon dioxide, the temperature-sensitivity coefficient, and
the total availability of fossil fuels. Earlier studies have shown
that these parameters have the largest impact on both out-
comes and policies.

For each of these parameters, we have estimated the dis-
tribution of the subjective probability of the parameter on the
basis of the scientific or economic uncertainty. Table 7-1 sum-
marizes the assumptions about the uncertain parameters. It
should be emphasized that these distributions are indeed
judgmental and have been estimated by the author. Other re-
searchers would make, and other studies have made, different
assessments of the values of these parameters.

We illustrate the estimation of parameter uncertainty for
the temperature-sensitivity parameter (TSP). One important
set of estimates of the TSP is from the different models that
were reviewed by the IPCC Fourth Assessment Report (IPCC
2007b). This report indicates that the 16 different Atmo-
sphere-Ocean General Circulation Models (AOGCMs) have a
mean TSP of 3.3°C, with a standard deviation of that mean of
0.7°C (p. 631). We also examine a time-series estimate using
the DICE climate-model specification and the historical data
on CO2 and other forcings and global mean temperature. This
yielded an estimate of the TSP of 2.1°C with a standard error
of the coefficient of 0.53°C. Combining these likelihood func-
tions, we obtain a joint estimate of 2.8°C with a standard error
of 0.5°C. This joint estimate is reasonably close to the IPCC
central estimate of 3.0°C. For the uncertainty runs, we dou-
bled the combined standard error based on the presumption
that the models and empirical estimates are likely to underes-
timate the uncertainty. This procedure yields the figure shown
in Table 7-1. Below we discuss alternative estimates where the
distributions are not normal.
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We then make 100 runs of the DICE model using ran-
dom draws of the eight parameters, where it is assumed that
the uncertain variables are distributed independently and
with normal probability distributions, and we rule out param-
eters with the wrong sign. We assume normal distributions
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Table 7-1. Major Assumptions about Uncertain 
Parameters in Uncertainty Runs

Standard 
Variable Definition Units Mean Deviation

g(TFP) Rate of growth Per year 0.0092 0.0040
of total factor 
productivity

g(CO2/GDP) Rate of Per year �0.007 0.002
decarbonization

T2 � CO2 Equilibrium °C per CO2 3.00 1.11
temperature- doubling
sensitivity 
coefficient

DamCoeff Damage parameter Fraction of 0.0028 0.0013
(intercept of global output
damage equation)

P(back) Price of backstop $ per ton of car- 1,170 468
technology bon replaced

Pop Asymptotic global Millions 8,600 1,892
population

CarCyc Transfer coefficient Per decade 0.189 0.017
in carbon cycle

Fosslim Total resources of Billions of 6,000 1,200
fossil fuels tons of carbon

Note: The mean values and standard deviations of the uncertain parameters used in this

chapter. For a detailed discussion of the derivation of the parameters, see “Accompanying

Notes and Documentation of DICE-2007 Model” (Nordhaus 2007a).
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primarily because we fully understand their properties. We
recognize that there are substantial reasons to prefer other
distributions for some variables, particularly ones that are
skewed or have “fat tails,” but introducing other distributions
is highly speculative at this stage and is a more ambitious topic
than the limited analyses that are undertaken here, for which
the normal distribution will suffice.

We can describe the uncertainty estimates analytically as
follows. In these calculations, we project the major variables
for the baseline (no-controls) case assuming that the uncer-
tain variables take a given set of values. (The notation in this
description is slightly different from that in the rest of this
book.) Let yt be the endogenous variables (output, emissions,
and so on.), zt be the exogenous and nonstochastic variables
(other greenhouse gases, land-based emissions, and so on),
and � � [�1, . . . , �8] be the eight uncertain parameters
(growth rate of total factor productivity, population growth,
and so on). Then we can represent the structure of the DICE
model schematically as

(7.1) yt � H(zt ; �),

where H(zt ; �) represents the structure of the DICE model.
Earlier chapters assumed that the uncertain parameters

took their expected values, �* � E(�). In this chapter, we as-
sume that the uncertain parameters are normally distributed,
� � N (�*, 	t ), with mean � �* and estimated or subjective
standard deviation � 	t . For the uncertain runs, we take 100
random draws of the eight uncertain parameters from their
distributions, yielding realizations �(i) � [�1

(i), . . . , �8
(i)],

i � 1, . . . , 100. We then run the DICE model with each of the
realizations, yielding 100 random runs:

128 Dealing with Uncertainty in Climate-Change Policy

_
_
_

35225_u01.qxd  2/20/08  5:36 PM  Page 128



(7.2) yt
(i) � H(zt ; �(i)).

We then calculate the distribution of the outcomes of the 100
random runs. Note that there are slight differences between
the runs shown here and in earlier chapters because we have
simplified the model slightly to facilitate computations.

Importance of Different Uncertainties

We begin by calculating the impact of different uncertain vari-
ables on the major outcomes in the DICE model. For these
experiments, we take the baseline run and then vary each un-
certain parameter. We examine a grid of values that range from
�6 normal standard deviations to �6 normal standard devia-
tions. Tables 7-2 and 7-3 show the calculations for two impor-
tant variables: the social cost of carbon for 2005 and global CO2

emissions for 2100. Each table shows the value of these outcome
variables as each of the uncertain variables is changed from its
mean value to its mean plus sigma times the number of normal
standard deviations shown in the first column. We show only
the effects in one direction because the results are sufficiently
linear that this displays the patterns accurately.

The last two columns provide a range of associated
probabilities that indicate how likely or unlikely a parameter
might be given our associated knowledge about the para-
meter. More precisely, these columns show the probability
that the uncertain variable would be at least as far from the
central value as that assumed value for a normal distribution
and for a t-distribution. For example, the probability that a
normal variable would be at least 3 sigmas (standard devia-
tions) from the mean value is 0.0013. Similarly, the probabil-
ity that the values would exceed 5 sigmas is 3 � 10�7 if the
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Table 7-2. Uncertainty Results for the Social Cost of Carbon, 2005

Value of SCC for different uncertain parameters

(2005 $ per ton of carbon in 2005) Prob (x � x*)

g(CO2/
Sigma g(TFP) GDP) T2xCO2 DamCoeff P(back) Pop CarCyc Fosslim Normal t(5)

0 28.10 28.10 28.10 28.10 28.10 28.10 28.10 28.10 0.5000 0.5000
1 36.07 28.27 38.07 40.99 28.10 32.14 29.16 28.10 0.1587 0.2047
2 48.08 28.43 46.44 53.89 28.10 35.91 30.32 28.10 0.0228 0.0579
3 51.21 28.60 53.49 66.80 28.10 39.44 31.61 28.10 0.0013 0.0169
4 54.68 28.76 59.47 79.73 28.10 42.75 33.04 28.10 3.17 E-05 0.0057
5 58.52 28.92 64.59 92.66 28.10 45.84 34.62 28.10 2.87 E-07 0.0022
6 62.80 29.09 69.03 105.61 28.11 48.75 36.39 28.10 9.87 E-10 0.0010

Note: The value of the social cost of carbon is shown for the mean values of the parameters and for the mean plus sigma times the number of

standard deviations in the “sigma” column. Each column shows the results from varying only the listed parameter while holding all other

parameters at their mean value. We have varied the parameter in the direction in which the social cost of carbon increases. For example, if

the damage coefficient is one standard deviation above its mean, then the social cost of carbon is $40.99 per ton of carbon rather than $28.10

per ton of carbon at its mean value.

Variable key:

Sigma �number of standard deviations from the mean; g(TFP) � growth in total factor productivity; g(CO2/GDP) � rate of decarboniza-

tion; T2 �CO2 � temperature-sensitivity coefficient; DamCoeff � intercept of damage function; P(back) � price of backstop technology;

Pop � asymptotic population; CarCyc � atmospheric fraction in carbon cycle; Fosslim � resource abundance of carbon fuels; P(x �x*) �

probability that value will exceed the value at that level of sigma for normal and Student’s t distribution with 5 degrees of freedom
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Table 7-3. Uncertainty Results for Global CO2 Emissions, 2100

Global CO2 emissions for different uncertain parameters, 2100

(Billions of tons carbon per year) Prob (x�x*)

g(CO2/
Sigma g(TFP) GDP) T2xCO2 DamCoeff P(back) Pop CarCyc Fosslim Normal t(5)

0 19.08 19.08 19.08 19.08 19.08 19.08 19.08 19.08 0.5000 0.5000
1 30.99 21.95 19.18 19.18 19.08 22.84 19.08 19.08 0.1587 0.2047
2 50.19 25.19 19.28 19.28 19.08 26.42 19.09 19.08 0.0228 0.0579
3 78.20 28.83 19.38 19.38 19.08 29.84 19.10 19.08 0.0013 0.0169
4 103.92 32.91 19.48 19.48 19.08 33.06 19.10 19.08 3.17 E-05 0.0057
5 65.19 37.36 19.59 19.59 19.07 36.08 19.10 19.08 2.87 E-07 0.0022
6 24.61 42.22 19.70 19.70 19.07 38.90 19.11 19.08 9.87 E-10 0.0010

Note: The estimated CO2 emissions in 2100 for both the mean values of the parameters and for the mean plus sigma times the number of

standard deviations in the “sigma” column. Each column shows the results from varying only the listed parameter while holding all other

parameters at their mean value. For example, if the rate of total factor productivity is two standard deviations above its mean, then the esti-

mated emissions are 50.2 billion tons of carbon per year rather than 19.1 billion in the baseline projection. Note that emissions turn down

for high sigmas of the productivity growth rate because fossil fuels are nearly exhausted by 2100.

Variable key:

Sigma � number of standard deviations from the mean; g(TFP) � growth in total factor productivity; g(CO2/GDP) � rate of decar-

bonization; T2xCO2 � temperature-sensitivity coefficient; DamCoeff � intercept of damage function; P(back) � price of backstop tech-

nology; Pop � asymptotic population; CarCyc � atmospheric fraction in carbon cycle; Fosslim � resource abundance of carbon fuels;

P(x � x*) � probability that value will exceed the value at that level of sigma for normal and Student’s t distribution with 5 degrees of

freedom nc � not calculated

3
5
2
2
5
_
u
0
1
.
q
x
d
  2

/
2
0
/
0
8
  5

:
3
6
 P
M
  P

a
g
e
 1
3
1



variable is distributed as a normal variable. Additionally, we
show the p-values for a t-distribution with 5 degrees of free-
dom, shown as t(5). This distribution would be appropriate if
we estimated the parameter from a small sample of observa-
tions and had no other useful information about the parame-
ter. For the t(5) distribution, which is a “medium-fat-tailed
distribution,” the 5-sigma probability is 0.0022.

We also show in Figure 7-1 the effect of uncertainty
about different parameters on the global temperature increase
between 1900 and 2100. This figure indicates that the cost of
the backstop technology, the damage coefficient, and the fossil-
fuel resource limits are unimportant for the uncertainty about
global temperature increase. The unimportance is indicated
by the flat line for those variables, which indicates that even
out to six sigmas, there is no discernible effect on the temper-
ature increase through 2100.

By far the most important uncertain variable for cli-
matic outcomes is the growth in total factor productivity. The
reason is that total factor productivity is the main driver of
economic growth in the long run, and output trends tend to
dominate emissions trends and therefore climate change. For
this reason, productivity is the most important uncertain
variable. The second most important variable, which is not
surprising, is the temperature-sensitivity coefficient. Moder-
ately important variables are population growth, the rate of
decarbonization, and the carbon cycle.

Two major points should be drawn from these paramet-
ric calculations. First, there are indeed major uncertainties
about future projections. The most important uncertainty
surrounds the growth of productivity, and variables such as
the temperature-sensitivity coefficient, population growth,
and the rate of decarbonization are of second-level importance.
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Figure 7-1. Global temperature increase as a function of uncertain parameters. The estimated global
mean temperature increase from 1900 to 2100 for the mean value of each parameter and for the values
at the given number of standard deviations are shown on the horizontal axis.

Variable key (for detailed definitions, see Table 7-1): g(TFP) � growth in total factor productivity;
g(CO2/GDP) � rate of decarbonization; T2xCO2 � temperature-sensitivity coefficient; DamCoeff �
intercept of damage function; P(back) � price of backstop technology; Pop � asymptotic population;
CarCyc � atmospherie fraction in carbon cycle; Fosslim � resource abundance of carbon fuels.
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Second, the uncertainties appear to be linear in their level of
uncertainty. In other words, the impact of a 2k-sigma change
in the parameter is generally close to two times the impact of a
k-sigma change in the parameter. The exception comes at
thresholds, such as when the price of the backstop is close to
zero, or when fossil fuels are exhausted.

Applications

We next turn to an examination of the impact of all the uncer-
tain variables taken together. These may produce unexpected
results because of interactions among the variables and the
nonlinearity of the DICE model.

The first step is to estimate the uncertainty of the projec-
tions in the DICE model taking all the uncertainties together.
Figures 7-2 and 7-3 show two results from this experiment.
Figure 7-2 shows the uncertainty bands for the global mean
temperature increase from the present through 2155. The fig-
ure shows the most likely result (which is the certainty equiv-
alent analyzed in earlier chapters) and the mean of the 100
runs, as well as the mean plus and minus one standard devia-
tion (the two-sigma range). For normal variables, the two-
sigma range shown in the figures will cover about 68 percent
of the possible outcomes. These simulations indicate that the
68 percent confidence range for the temperature increase
from 1900 to 2155 is between 2.5°C and 6.0°C. This uncer-
tainty is clearly very large.

Figure 7-3 shows estimates of the social cost of carbon
(SCC) generated by the random draws in the baseline run.
Looking at the current (2005) social cost of carbon, we see
that the mean estimate ($26.85 per ton) is slightly less than the
most likely estimate ($28.10 per ton). This important finding
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Figure 7-2. Uncertainty bands for global mean temperature increase. The DICE-model
uncertainty runs generate a distribution of temperature changes for the 100 random runs.
This figure shows the mean of the 100 runs, the certainty equivalent (“most likely”), and the
means plus and minus one standard deviation of the runs.
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indicates that the estimates in the certainty-equivalent model
are very close to the estimates in the uncertainty model.1 The
second finding is that the two-sigma range (the mean plus and
minus one standard deviation) for the SCC in 2005 is $9.62
to $44.09 per ton of carbon. We also showed in Chapter 3 (see
Figure 3-2) the uncertainty range for baseline global CO2

emissions that is generated by this same procedure.
To test for the empirical significance of the assumption

of normal distributions, we do a further set of runs using an
alternative distribution for the temperature sensitivity co-
efficient (TSC). For these runs, we used the likelihood func-
tion generated by the time-series estimate of the TSC
described above. For these estimates, the likelihood function is
indeed asymmetric (right-skewed). We took an alternative
distribution for the TSC by adjusting the likelihood function
to be equal to the mean and standard deviation of the TSC in
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the original uncertainty runs but with the asymmetry in the
estimated distribution. We then re-estimated all the outcome
variables for an additional 100 runs. In this alternative, there
were very small changes in the distribution of most variables.
However, because of the skewness of the TSC and the nonlin-
earity of the damage function, the average level of damages was
higher. Consequently, the social cost of carbon in the baseline
was also higher by about 1 percent. While these results are
hardly definitive, they suggest that adjusting coefficients to
conform to a non-normal distribution may have only a small
effect on the results as long as the means and standard devia-
tions are correctly estimated.

What is the appropriate interpretation of these results?
They should not be interpreted as saying that nature herself is
subject to such large random forces. Rather, the appropriate
interpretation is that our knowledge about nature’s forces in
the distant future is extremely limited. These results say that
we would have reasonable confidence (roughly a two-in-three
chance) that the actual paths of the variables lie within the
ranges shown in the figures, but with current information (at
least as estimated by the author) we cannot improve the preci-
sion of these projections. Better science, economics, and
monitoring and the passage of time will narrow these uncer-
tainties in the years to come.

Should High-Climate-Change Outcomes 
Have a Risk Premium?

A further application of the uncertainty runs investigates the
important question of the risk properties of high-climate-
change outcomes. The issue here is whether economies should
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be risk averse to outcomes where climate change is at the high
end. At first blush, the answer is obviously yes. High-climate-
change scenarios—where the temperature change is 3 or 4 or
5°C and the potential for major-damage thresholds appears—
would seem to be ones for which we would pay high insurance
premiums. After all, these outcomes are the climatic equiva-
lent of many of our houses burning down, which we would
pay a lofty risk premium to avoid.

On further reflection, the answer is less obvious. The
modern theory of risk and insurance holds that the risk premi-
ums on different outcomes are determined by the correlation
of a risk with consumption in different states of the world.
This approach, known as the consumption-capital-asset pric-
ing model (CCAPM), looks at the fundamental determinants
of risk premiums in a world in which all contingencies are in-
surable and where there are insurance markets for all types of
risk.2 A situation has adverse risk characteristics and requires a
risk premium if the bad outcome occurs when we are relatively
poor. So if we are likely to be relatively poor when our house
burns down (which seems to be an obvious situation, com-
pared with when our house is intact), we should pay a risk pre-
mium for fire insurance. However, if an event were to occur
only when we were very rich, such as the risk of someone steal-
ing a billion-dollar painting from our house in 20 years, then
we would not be well advised to pay a risk premium today on
art insurance for that event.

Therefore, to determine whether there is a significant
risk premium on high-climate-change situations, we need to
know whether high-climate-change outcomes are situations
in which we are relatively rich or relatively poor. We need a
general-equilibrium model that generates the uncertain out-
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Figure 7-4. Temperature change and consumption, 2105. The
vertical axis shows projected per capita consumption in 2105 for
the 100 random runs. The horizontal axis shows the temperature
change associated with each run. The results suggest that high-
climate-change scenarios are ones with high levels of consumption
per capita.

comes and provides the accompanying consumption level,
which is just what the DICE-model runs do. Suppose that
high climate change occurs only when we are rich and can
therefore particularly well afford to bear the risks. In this case,
we would generally not want to redistribute income from a
low-income outcome to a high-income outcome by paying a
large insurance premium to reduce risks in the high-income,
high-climate-change outcome.

The answer to whether we should pay a risk premium on
bad climate outcomes therefore depends upon the correlation
of our income (or technically, the marginal utility of con-
sumption) with the climatic outcome. We can investigate this
relationship by examining the correlation between these vari-
ables for the 100 random runs. Figure 7-4 shows the plot of
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per capita consumption and temperature increase for the 100
runs in the year 2105, but similar plots hold for other years as
well. The surprising result here is that high-climate-change
outcomes are positively correlated with consumption. This
implies that high-climate-change outcomes are negatively
correlated with the marginal utility of consumption (because
of the declining marginal utility of consumption with increas-
ing consumption). Those states in which the global tempera-
ture increase is particularly high are also ones in which we are
on average richer in the future. This leads to the paradoxical
result that there is actually a negative risk premium on high-
climate-change outcomes.

The reason for this surprising result is that the major
factor that produces different climate outcomes in our uncer-
tainty runs is differential technological change. According to
the uncertainty-analysis parameters shown in Table 7-1, the
uncertainty about total factor productivity growth is estimated
to be 0.4 percent per year, which leads to a two-standard-
deviation uncertainty factor of 2.2 over a century and 4.9 over
two centuries. In our estimates, the productivity uncertainty
outweighs the uncertainties of the climate system and the
damage function in determining the relationship between
temperature change and consumption.

This result clearly depends upon the estimates of uncer-
tainty for different parameters and should be estimated using
different models. But the major point is that we cannot simply
say in parrot-like fashion, “Bad climate, high risk premium.”
The size and sign of the risk premium will depend upon the
sources of the risk. The negative risk premium found here
reminds us that the riskiness of different scenarios should be
viewed in the context of a complete model of the determination
of the risk premium, and that simply looking at bad scenarios
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in a partial-equilibrium framework misses the question of
what determines the uncertainties and bad scenarios in the
first place.

We can put this point differently by grouping the ran-
dom runs into the 50 runs with the highest temperature
increase in 2100 (“high climate change”) and the 50 runs with
the lowest temperature increase (“low climate change”). The
high-climate-change cases have an average temperature in-
crease of 3.9°C by 2100, while the low-climate-change cases
have an average temperature increase of 2.5°C. Climate dam-
ages are 4.4 percent of output in the high case and 1.6 percent
of output in the low case, with an average damage output of
3.0 percent.

We might suppose that the 3.0 percent should be in-
creased because of risk aversion against the prospects of the
high-climate-change case. However, this reasoning is incor-
rect. The world is projected to be richer in the high-climate-
change state than in the low-climate-change state: in the
random runs, per capita consumption is 40 percent higher in
the high-climate-change state. With our assumed utility func-
tion, the marginal utility of consumption in the high state is
about half that in the low state (this is different than would be
calculated from the averages of the subsamples because of
nonlinearities). If we weight the damage ratios by the mar-
ginal utility of consumption for all states, then the marginal-
utility-weighted average damage ratio is not equal to the
average ratio of 3.0 percent of output, or perhaps to some
higher number, but is instead equal to 2.1 percent of output.
In other words, the risk-weighted damage ratio is below the
certainty-equivalent damage ratio.

It should be emphasized that this back-of-the-envelope
calculation is not the recommended approach for doing risk
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analysis. The appropriate way is to go back to basics and
maximize the expected value of utility, taking into account
the entire range of uncertainties. For example, if we want to
know the expected social cost of carbon, we should not apply
some risk premium to the distribution. Rather, we should
look at the calculations behind Figure 7-3, which shows that
the expected value of the SCC is actually below the certainty
equivalent. The reason for this result is similar to the reason
why there is the apparent negative risk premium. The major
point is that doing shortcut calculations such as applying a
risk premium to outcomes can produce incorrect results un-
less there is a full assessment of the reasons for the uncer-
tainty.

A homey example might clarify this paradox. Assume
that in the future low-economic-growth outcome, we are liv-
ing in caves, while in the future high-economic-growth out-
come we have four stately mansions. As a result of global
warming associated with the high-growth outcome, one of
our four mansions burns down, while on the low-growth
path, our caves remain unscathed. What kind of risk premium
should we pay today to cover the high damages to our man-
sions in the high-growth, high-loss case? Given that the costs
today will have a larger utility impact on our well-being in the
low-growth cave state and will not affect our shelter in the
cave outcome, we should be advised to underweight the loss
of one of our four stately mansions.

This fanciful example may seem irrelevant for the seri-
ous issues of risk and climate change. While we are probably
not thinking about mansions versus caves in 2100, the under-
lying analytical point is important. If damages arise predomi-
nantly because of rapid economic growth, then we might well
have a negative risk premium on high-damage states.
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Abrupt and Catastrophic Climate Change

Before concluding this discussion of uncertainty, we consider
the issues raised by abrupt and catastrophic climate change.
Over the past decade, scientists have discovered that the cli-
mate system is much more variable than had earlier been sup-
posed. This new view has been examined in the literature on
abrupt climate change. Among the remarkable discoveries is
that the global climate system appears to have switched be-
tween climatic states, which may differ by as much as half an
ice age in magnitude, in a period of one or two decades.3

The discoveries about abrupt climate change have led to
concerns that there may be grave or even catastrophic impli-
cations of the magnitude of climate changes that are being
triggered by the current trajectory of emissions. An early con-
cern was that warming would in the near future lead to an
abrupt shutdown of Atlantic deepwater circulation. However,
the most recent IPCC assessment concluded that “it is very
unlikely that the [Atlantic deepwater circulation] will un-
dergo a large abrupt transition during the course of the 21st
century.”4 However, the Fourth Assessment also suggests that
the melting of the Greenland ice sheet over 1,000 years might
provide a flow of freshwater that is equivalent to the quantity
estimated to trigger shutdowns of Atlantic deepwater circula-
tion in the past or in model estimates.5

Perhaps the most prominent concern today is that
warming will trigger forces that will lead to further acceler-
ated warming and then to rapid melting of the Greenland ice
sheet and parts of the Antarctic ice sheets. The geological
record indicates that ice-sheet collapse in the past has caused
sea-level increases of up to 20 meters in less than 500 years.6

The most recent IPCC report provides the following summary
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of the outlook for the Greenland ice sheet (which contains ap-
proximately 7 meters of sea-level equivalent): “A threshold of
annual mean warming of 1.9°C to 4.6°C in Greenland has been
estimated for elimination of the [Greenland ice sheet] . . . , a
process which would take many centuries to complete.”7 The
West Antarctic ice sheet, which contains approximately 6 me-
ters of sea-level equivalent, is vulnerable, but, according to the
IPCC report, “Present understanding is insufficient for pre-
diction of the possible speed or extent of such a collapse.”8

Although it is difficult to envision the ecological and soci-
etal consequences of the melting of these ice sheets, this situa-
tion is clearly highly undesirable and should be avoided unless
prevention is ruinously expensive. Figure 7-5 provides an esti-
mate of the fraction of the world’s population and output that
lay below 10 meters of elevation in 1990. Approximately 3 per-
cent of output and 4 percent of population were in this zone.

It has proved extremely difficult until now to estimate
the economic impacts of catastrophic climate change. Perhaps
the most serious problem is the lack of an accepted scientific
understanding of the major potential catastrophic events. The
events that have been most carefully studied are the two men-
tioned earlier, the reversal of Atlantic deepwater circulation
and melting of the Greenland and Antarctic ice sheets. How-
ever, the Fourth Assessment Report appears to rule these out
as likely events over the next century.

This book has included in the damage estimates the po-
tential for catastrophic consequences from abrupt climate
change. These are included as a “willingness to pay” to avoid
the damages that might accompany major climate changes.
For example, at a 6°C climate change, approximately half the
estimated damages are to avoid the abrupt and catastrophic
damages that might occur. These estimates were derived in
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the studies underlying the DICE/RICE-1999 model. There
have been some minor technical modifications of the earlier
approach, but the estimated impacts from that study are
retained for the DICE-2007 model.

Some analysts have argued that the present approach
does not go far enough and that we should include the poten-
tial for climate changes to cause major and unacceptable dam-
age to the world economy—the equivalent of a permanent
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Figure 7-5. Cumulative fraction of output and population by eleva-
tion, 1990. The fraction of the world’s population and output lying
below a given elevation. The resolution is 1° latitude by 1° longitude.
(Source: GEcon database, available at gecon.yale.edu.)
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Great Depression, civilizational collapse, or even human ex-
tinction. In a series of recent studies, Richard Tol and Martin
Weitzman have suggested that the combination of limited
data and inherent uncertainty about the parameters of the
climatic-economic system may limit the applicability for
global warming of analytical approaches such as the DICE
model and other integrated assessment models.

An empirical study by Tol uses the Climate Framework
for Uncertainty, Negotiation and Distribution (FUND)
model, which is an integrated assessment model that empha-
sizes impacts, to argue that the uncertainties about climate
change are so large that the standard cost-benefit analysis does
not apply. The FUND model does not find catastrophic out-
comes in the sense of near-zero consumption. Rather, Tol
finds that negative economic growth and the consequent neg-
ative discount rate lead to an (estimated) infinite variance of
the social cost of carbon (marginal net present damage in his
terminology).9

Weitzman argues that economic analyses such as the
present one are overwhelmed by the potentially catastrophic
events.10 His argument relies heavily on the limiting proper-
ties of the constant relative risk aversion (CRRA) utility func-
tion as consumption approaches zero, along with analytical
arguments from statistical first principles emphasizing the po-
tential for “fat tails” for the distributions of uncertain param-
eters. The essence of his argument is that the potential for
economic collapse and even extinction should dominate the
policy analysis.11

Preliminary runs of the DICE model suggest that it does
not display the extreme results shown by Weitzman’s theory
or Tol’s empirical analysis. The analysis of extreme values
shown in Tables 7-2 and 7-3 does not reveal any sharp nonlin-

146 Dealing with Uncertainty in Climate-Change Policy

_
_
_

35225_u01.qxd  2/20/08  5:36 PM  Page 146



earities in the uncertain variables. That is, the values of the
major variables (such as the social cost of carbon) are close to
linear in the value of the uncertain variables. The exception is
total factor productivity, which is convex in the value of the
parameter because of the nonlinear impact of growth rates
on output levels.

We emphasize, however, that models such as the present
one have limited utility in looking at the potential for cata-
strophic events. The reason is that the geophysical modules in
the DICE-2007 model are smooth functions that capture the
average behavior of ensembles of large geophysical models.
Until geophysical modelers develop mechanisms for generat-
ing abrupt or catastrophic changes, there is little that eco-
nomic models such as the present one can do to introduce
results based on established scientific findings in integrated
assessment models.

In any case, this book has more modest goals. The classi-
cal approach of decision theory deployed in this chapter is a
useful and well-structured way to analyze policies and future
trajectories under conditions of uncertainty. We cannot rule
out the potential for catastrophic impacts that might justify
trillions of dollars of abatement costs. But fears about low-
probability outcomes in the distant future should not impede
constructive steps to deal with the high-probability dangers
that are upon us today. We should start with the clear and
present dangers, after which we can turn to the unclear and
distant threats.
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Prices versus Quantities for Global Public Goods

In dealing with global public goods like global warming, it is
necessary to reach through governments to the multitude of
firms and consumers who make the vast number of decisions
that affect the ultimate outcome. There are only two mecha-
nisms that can realistically be employed: quantitative limits
through government fiat and regulation, and price-based ap-
proaches through fees, subsidies, or taxes.1 This chapter ad-
dresses the major differences between the two and explains
why price-based approaches have major advantages over
quantitative limits.

In the global-warming context, quantitative limits set
global targets on the time path of the greenhouse-gas emis-
sions of different countries. Countries can then administer
these limits in their own fashion, and the mechanism may al-
low for the transfer and trading of emissions allowances
among countries, as is the case under the Kyoto Protocol and
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the European Union Emission Trading Scheme. This ap-
proach has limited experience under existing international
protocols, such as the CFC mechanisms, and broader experi-
ence under national trading regimes, such as the U.S. SO2

allowance-trading program.
The second approach is to use harmonized prices, fees,

or taxes as a method of coordinating policies among countries.
This approach has no international experience in the environ-
mental arena, although it has considerable national experience
in environmental markets in such areas as the U.S. tax on
ozone-depleting chemicals. On the other hand, the use of har-
monized price-type measures has extensive international expe-
rience in fiscal and trade policies, such as the harmonization
of taxes in the European Union (EU) and harmonized tariffs in
international trade.

Attempts to address climate change through prices
rather than quantities have been discussed in a handful of pa-
pers in the economics literature,2 but much careful analysis
remains to be done. I will highlight a few of the details.

For concreteness, I will discuss a mechanism called
“harmonized carbon taxes.” This mechanism is a substitute
for binding international or national emissions limits. Under
this approach, countries would agree to penalize carbon emis-
sions at an internationally harmonized “carbon price” or “car-
bon tax.” Conceptually, the carbon tax is a dynamically efficient
Pigovian tax that balances the marginal social costs and mar-
ginal social benefits of additional emissions.

The carbon price might be determined by estimates of
the price necessary to limit GHG concentrations or tempera-
ture changes below some level thought to be “dangerous inter-
ference,” or it might be the price that would induce the
efficient level of control. For example, if an international
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agreement were reached that the global temperature increase
should be limited to 2°C, then, according to the results of ear-
lier chapters, the harmonized tax would be set at $72 per ton
of carbon ($20 per ton of CO2) for 2015 and would rise at
about 3 percent per year during the next decade, assuming full
participation. This number could be estimated in several inte-
grated assessment models and should be updated as new in-
formation arrives. Because carbon prices would be equalized,
the approach would be spatially efficient among those coun-
tries that have a harmonized set of taxes. If the carbon-tax tra-
jectory follows the rules for when-efficiency, it would also
satisfy intertemporal efficiency.

Many important details would need to be negotiated on
burden sharing. It might be reasonable to allow full participa-
tion to depend upon each country’s level of economic develop-
ment. For example, countries might be expected to participate
fully only when their incomes reach a given threshold (perhaps
$10,000 per capita), and poor countries might receive transfers
to encourage early and complete participation. If carbon prices
are equalized across participating countries, there will be no
need for tariffs or border tax adjustments among participants.
The issues of sanctions, the location of taxation, international-
trade treatment, and transfers to developing countries under a
harmonized carbon tax are important details that require dis-
cussion and refinement.

The literature on regulatory mechanisms entertains a
much richer set of approaches than the polar quantity and
price types that are examined here. An important variant is a
hybrid system that puts a ceiling on the price of emissions-
trading permits by combining a tradable-permit system with
a government promise to sell additional permits at a specified
price.3 Price caps were considered and rejected by the Clinton
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administration in its preparation for the negotiations on the
Kyoto Protocol. Hybrid approaches such as these should in-
clude floors as well as caps; however, most proposals do not
include floors. We return to the hybrids as a possibly useful
middle ground in the final section of this chapter.

Comparison of Price and Quantity Approaches

This section compares the performance of quantity and price
systems for regulating stock global public goods like global
warming. The basic message is that because of its conceptual
simplicity, a harmonized carbon tax might prove simpler
to design and maintain than a quantity mechanism like the
Kyoto Protocol.

SETTING BASELINES FOR PRICES AND QUANTITIES

Quantity limits are particularly troublesome where targets
must adapt to differential economic growth, uncertain tech-
nological change, and evolving science. These problems have
been illustrated well by the Kyoto Protocol, which set its tar-
gets 13 years before the date on which the controls became
effective (2008–2012) and used baseline emissions from 20
years before the control period. Base-year emissions have
become increasingly obsolete as the economic and energy
structures—and even the political boundaries—of countries
have changed.

The baselines for future budget periods and for new par-
ticipants will present deep problems for extensions of a quan-
tity regime like the Kyoto Protocol. A natural baseline for the
post-2012 period would be a no-controls level of emissions.
That level is in practice impossible to calculate or predict with
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accuracy for countries with abatement policies already in
place. Problems would arise over how to adjust baselines for
changing conditions and how to take into account the extent
of past emissions reductions.

Under a price approach, the natural baseline is a carbon
tax or penalty of zero. Countries’ efforts are then judged rela-
tive to that baseline. It is not necessary to choose a historical
base year of emissions. Moreover, there is no asymmetry be-
tween early joiners and late joiners, and early participants are
not disadvantaged by having their baseline adjusted down-
ward. The question of existing energy taxes does raise compli-
cations, however, and I address these later.

TREATMENT OF UNCERTAINTY

Uncertainty pervades climate-change science, economics, and
policy. One key difference between price and quantity instru-
ments is how well each adapts to deep uncertainty. A major
result from environmental economics is that the relative effi-
ciency of price and quantity regulation depends upon the
nature—and more precisely the degree of nonlinearity—of
costs and benefits (see Weitzman 1974). If the costs are highly
nonlinear compared with the benefits, then price-type regula-
tion is more efficient; conversely, if the benefits are highly
nonlinear compared with the costs, then quantity-type regu-
lation is more efficient.

Although this issue has received scant attention in the
design of climate-change policies, the structure of the costs
and damages in global warming indicates a strong preference
for price-type approaches. The reason is that the benefits of
emissions reductions are related to the stock of greenhouse
gases, while the costs of emissions reductions are related to the
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flow of emissions. This implies that the marginal costs of
emissions reductions are highly sensitive to the level of reduc-
tions, while the marginal benefits of emissions reductions are
insensitive to the current level of emissions reductions.4 In the
DICE model, the benefit function for emissions of a single de-
cade is essentially linear, while the cost function is highly con-
vex, with an elasticity of close to 3. This combination means
that emissions fees or taxes are likely to be much more effi-
cient than quantitative standards or tradable quotas when
there is considerable uncertainty.

VOL ATILITY OF THE MARK ET PRICES OF 

TR ADABLE ALLOWANCES

Uncertainties affect prices. Because supply, demand, and reg-
ulatory conditions evolve unpredictably over time, quantity-
type regulations are likely to cause volatile trading prices of
carbon emissions. Price volatility for allowances is likely to be
particularly high because of the complete inelasticity of the
supply of permits, along with the highly inelastic demand for
permits in the short run.

The history of European trading prices for CO2 illus-
trates the extreme volatility of quantity systems. During 2006,
trading prices ranged from $44.47 to $143.06 per ton of car-
bon (Point Carbon 2006). The price of allowances fell by more
than 70 percent in one month because of new regulatory in-
formation.

More extensive evidence on the trading prices of quan-
titative environmental allowances comes from the history
of the U.S. sulfur dioxide (SO2) emissions-trading program.
This program includes an annual auction conducted by the
Environmental Protection Agency (EPA), as well as private
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markets in which firms and individuals can buy and sell
allowances. The comparison between SO2 prices and carbon
trading prices is useful because the economic characteristics
of the two markets are similar. In both markets, the supply is
fixed or nearly fixed in the short run. Moreover, in both mar-
kets, the demand for permits (whether for SO2 or CO2 emis-
sions) is extremely price-inelastic because it is expensive to
substitute other inputs for the fuel containing the sulfur or
carbon. To some extent, volatility can be moderated if an
agreement allows for banking and borrowing, meaning that
firms can save emissions allowances for the future or draw
from future allowances. But programs are unlikely to allow
borrowing, and banking provides only limited relief from
price volatility.

We can gain some insight into the likely functioning of
CO2 allowances by examining the historical volatility of the
price of SO2 allowances. Spot SO2 prices at the annual EPA
auction have varied from a low of $66 per ton in 1996 to a
high of $860 per ton in 2005. Futures prices have varied by a
factor of 4.7 (see EPA 2006). If we look at the private market,
we find that allowance prices varied by a factor of 69 in the
1995–2006 period and by a factor of 12 in the 2001–2006 pe-
riod. Some changes have been induced by changes in regula-
tory policies, but that feature would be relevant for the carbon
market as well.

We can obtain a more precise measure of variability by
calculating the statistical volatility of the prices of SO2 emis-
sions allowances and comparing them with other volatile
prices. Volatility measures the average absolute month-to-
month change and is a common approach to indicating the
variability and unpredictability of asset prices. Figure 8-1
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shows the estimated volatility of four prices for the 1995–2006
period: the consumer price index (CPI), stock prices, SO2

allowance prices, and oil prices. SO2 prices are more volatile
than stock prices (or the prices of other assets such as houses,
which are not shown), they are even more volatile than most
consumer prices, and their volatility is close to that of oil
prices.

Such rapid fluctuations are costly and undesirable, par-
ticularly for an input such as carbon whose aggregate costs
might be as great as those of petroleum in the coming de-
cades. An interesting analogue occurred in the United States
during the monetarist experiment of 1979–1982, when the
Federal Reserve targeted quantities (monetary aggregates)
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Figure 8-1. Estimated volatility of four prices over the 1995–2006
period. Prices are, from left to right, the consumer price index (CPI),
the stock-price index for the Standard and Poor’s 500 (S&P500), the
price of U.S. SO2 allowances (SO2 prices), and the price of crude
oil (Oil price). Volatility is calculated as the annualized absolute
logarithmic month-to-month change. (Source: Oil prices, CPI, and
stock prices from DRI database, available from Yale University. Price
of SO2 permits are spot prices provided by Denny Ellerman and
reflect the trading prices.)
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rather than prices (interest rates). During that period, interest
rates were extremely volatile. In part because of this increased
volatility, the Fed changed back to a price-type approach after
a short period of experimentation. This experience suggests
that a regime of strict quantity limits might have major dis-
ruptive effects on energy markets and on investment plan-
ning, as well as on the distribution of income across countries,
inflation rates, energy prices, and import and export values.
Quantitative limits might consequently become extremely
unpopular with market participants and economic policy-
makers.

PUBLIC-FINANCE QUESTIONS

Another consideration is the fiscal-policy advantage of using
revenue-raising measures in restricting emissions. Emissions
limits give rise to valuable rights to emit, and the question is
whether the government or private parties get the revenues.
When taxes or regulatory restrictions raise goods prices, this
increases efficiency losses from the existing tax system because
the existing tax and regulatory system raises prices above effi-
cient levels. Adding further taxes or regulations on top of ex-
isting ones increases the inefficiency or “deadweight loss” of
the system, and this increased inefficiency should be counted
as part of the additional costs of a global-warming policy. This
effect is the “double burden” of taxation, analyzed in the the-
ory of the “double dividend” from green taxes.5

If the carbon constraints are imposed through taxes, and
the revenues are recycled by reducing taxes on other goods or
inputs, then the increased efficiency loss from taxation can be
mitigated so that there is no necessary increase in deadweight
loss. If the constraints under a quantity-based system are
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imposed by restrictions that do not raise revenues, however,
then there are no government revenues to recycle for reducing
the increased deadweight loss. This is an important issue be-
cause the efficiency losses can be as large as the abatement costs.

Although it is possible that emissions permits will be
auctioned off (thereby generating revenues with which the tax
inefficiency can be mitigated), historical practice indicates
that most or all permits would be allocated at zero cost to the
“deserving” parties, or distributed in such a way as to reduce
political resistance. In the cases of SO2 emission allowances
and CFC production allowances, virtually all the permits were
allocated at no cost to producers, which yielded no revenues
for governments to recycle. Although pure tax systems are the
most reliable device for raising revenues, a useful alternative is
a hybrid system that would buttress quantity approaches with
taxes to capture at least part of the permit revenues.

ISSUES OF EQUITY

Strong and internationally harmonized steps to raise the price
of carbon, whether by taxes or by quantitative restrictions,
will have substantial impacts on the distribution of income
(see Figure 5-11 for an estimate of the resource transfers from
consumers). This raises issues of fairness and ability to pay,
both among nations and across households within a nation.

Internationally, poor countries would naturally be reluc-
tant to incur the dislocations associated with limiting GHG
emissions. To some extent, these can be offset by favorable
allocations of emissions permits under a quantitative system.
For example, Russia was induced to ratify the original Kyoto
Protocol because it had an excess allocation that it believed it
could profitably sell in the international market. This would
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appear to be a major advantage of quantitative systems in pro-
moting fairness among countries.

This advantage may be more apparent than real, more
inequitable than equitable, as was seen in the original Kyoto
Protocol. Since quotas were set so far in advance, the distribu-
tion of burdens across countries is as much lottery as planned
and equitable redistribution. Countries such as the United
States would be called upon to make higher-than-average re-
ductions because of rapid growth, while countries such as
Germany would receive windfall gains because of the histori-
cal accident of German reunification. These initial disparities
are likely to become embedded in the system because further
future reductions start from the original, poorly designed al-
locations. It is unclear whether in the long run the allocation-
plus-lottery aspect of the quantitative system would outweigh
the ability to explicitly allocate transfers in a tax-type system.

On the domestic front, a tax system is clearly advanta-
geous relative to an allocation system. The tax system raises
substantial revenues. These can be used to alleviate the eco-
nomic hardships of low-income households through reducing
other taxes or increasing benefits. Alternatively, some of the
funds could be used for research and development on low-
carbon energy systems. By contrast, an allocation system, such
as the current cap-and-trade system for SO2 permits, raises no
revenues. There is no natural way to raise funds to alleviate
economic burdens or fund energy research. Therefore, with
regard to the potential for promoting a fair distribution of bur-
dens and alleviating economic impacts, the tax approach has
clear advantages for intranational adjustments, while the inter-
national adjustments might be easier in principle, but less
clearly so in practice, for the quantitative approach.
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RENTS,  CORRUPTION, AND THE RESOURCE CURSE

An additional question concerns the administration of pro-
grams in a world where governments vary in honesty, trans-
parency, and effective administration. These issues arise with
particular force in international environmental agreements,
where countries have little domestic incentive to comply,
and weak governments may extend corrupt practices to in-
ternational trading. Quantity-type systems are much more
susceptible to corruption than price-type regimes. An
emissions-trading system creates valuable international assets
in the form of tradable emissions permits and allocates these
to countries. Limiting emissions creates a scarcity where none
previously existed; it is a rent-creating program. The dangers
of quantity approaches compared with price approaches have
been demonstrated frequently when quotas have been com-
pared with tariffs in international trade interventions.

Rents lead to rent-seeking behavior. Additionally, re-
source rents may increase unproductive activity, as well as
civil and international wars, and slow economic growth—this
being the theory of the “resource curse.”6 The scarce permits
could be used by the country’s leaders for nonenvironmental
purposes such as mansions and monuments rather than to
reduce emissions. Dictators and corrupt administrators could
sell their permits and pocket the proceeds.

Calculations suggest that tens of billions of dollars’
worth of permits may be available for foreign sale from Russia
under a tightened Kyoto Protocol. Given our history of priva-
tizing valuable public assets at artificially low prices, it would
not be surprising if the carbon market became tangled in cor-
rupt practices, undermining the legitimacy of the process. We
might also imagine a revised Kyoto Protocol extended to
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developing countries. Consider the case of Nigeria, which has
had carbon emissions of around 25 million tons in recent
years. If Nigeria were allocated tradable allowances equal to
recent emissions and could sell them for $40 per ton of car-
bon, this could raise around $1 billion of hard currency annu-
ally in a country whose nonoil exports were only $600 million
in 2000.

Problems of financial finagling are not limited to poor,
weak, or autocratic states; in the wake of recent accounting
scandals, concerns also arise in the United States. A cap-and-
trade system relies upon accurate measurements of emissions
or fossil-fuel use by sources in participating countries. If firm
A (or country A) sells emissions permits to firm B (or country
B), where both A and B are operating under caps, then it is es-
sential to monitor the emissions of A and B to make sure that
their emissions are within their specified limits. Indeed, if
monitoring is ineffective in country A but effective in country
B, a trading program could actually end up raising the level of
global emissions because A’s emissions would remain un-
changed while B’s emissions would rise. Incentives to evade
emissions limitations in an international system are even
stronger than the incentives for domestic tax evasion. Tax
cheating is a zero-sum game for the company and the govern-
ment, while emissions-control evasion is a positive-sum game
for the two parties involved in the transaction for a global
public good.

A price approach gives less room for corruption because
it does not create artificial scarcities, monopolies, or rents.
There are no permits transferred to countries or leaders of
countries, so they cannot be sold abroad for wine or guns.
There is no new rent-seeking opportunity. Any revenues
would need to be raised by the taxation of domestic fossil-fuel
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consumption, and a carbon tax would add absolutely nothing
to the rent-producing instruments that countries have today.
It is a zero-sum game between the government and the tax-
payer, so the incentives to ensure enforcement are stronger.

Here again, a hybrid system that combines both tax and
quantitative systems would dilute the incentives for corrup-
tion in the quantitative system. If the carbon tax is a substan-
tial fraction of the carbon price, then the net value of the
permits, and the rents to seek, are accordingly reduced.

ADMINISTR ATIV E AND MEASUREMENT ISSUES

Many administrative and measurement issues arise in imple-
menting a harmonized carbon tax, and these have not yet
been fully addressed. Perhaps the most important conceptual
issue is the treatment of existing energy taxes and subsidies.
Should we calculate carbon taxes including or excluding exist-
ing taxes and subsidies? For example, suppose that a country
imposes a $50 carbon tax while maintaining an equivalent
subsidy on coal production. Would this be counted as a zero
or a $50 carbon tax? Additionally, how would subsidies to
zero-carbon fuels, such as wind power, be counted in the
analysis?

One approach would be to calculate the net taxation of
carbon fuels, including all taxes and subsidies on energy prod-
ucts, but not to go beyond this to indirect, embodied impacts
outside exceptional cases. This calculation would require two
steps. First, each country would provide a full set of informa-
tion about taxes and subsidies relating to the energy sector;
second, we would need an accepted methodology for combin-
ing the different numbers into an overall carbon-tax rate.
There would of course be many technical issues, such as how
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to convert energy taxes into their carbon equivalent. Some of
the calculations involve conversion ratios (from coal or oil to
carbon equivalent) that underpin any control system. Others
require input-output coefficients, which might not be univer-
sally available on a timely basis. On the whole, calculations of
effective carbon-tax rates are straightforward as long as they
do not involve indirect or embodied emissions.

To go beyond first-round calculations to indirect effects
would require assumptions about supply and demand elastic-
ities and cross-elasticities, might engender disputes among
countries, and should be avoided if possible. The procedure
would probably require mechanisms similar to those used in
World Trade Organization (WTO) deliberations, where tech-
nical experts calculate effective taxes under a set of guidelines
that evolve under quasi-legal procedures. Many of these issues
are discussed in the literature on ecological taxes.7

A Hybrid “Cap-and-Tax” Approach?

Many considerations enter the balance in weighing the rela-
tive advantages of prices and quantities in controlling stock
public goods. However, we must be realistic about the short-
comings of the price-based approach. It is unfamiliar ground
in international environmental agreements. “Tax” is almost a
four-letter word. Many people distrust price approaches for
environmental policy. Many environmentalists and scientists
distrust carbon taxes as an approach to global warming be-
cause they do not impose explicit limitations on the growth of
emissions or on the concentrations of greenhouse gases.
What, they ask, would guarantee that the carbon tax would be
set at a level that would prevent “dangerous interferences”?
Do carbon emissions, some worry, really respond to prices?
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Might the international community fiddle with tax rates, def-
initions, measurement issues, and participation arguments
while the planet burns? These questions have been addressed
in this book and other studies, but many people remain un-
convinced.

By contrast, quantitative approaches such as cap-and-
trade regimes are widely seen as the most realistic approach to
slowing global warming. Quantitative restrictions are firmly
embedded in the Kyoto Protocol, and most proposals for
individual-country policies in the United States and else-
where, as well as those proposals for deepening the Kyoto Pro-
tocol, follow this model. A realistic worry about policies today
is not whether they will be cap-and-trade instead of carbon
taxes, but whether they will be just plain cap-without-trade.
For example, in implementing the Kyoto Protocol, some ap-
proaches favor countries doing a substantial fraction of their
own mitigation through “domestic implementation” rather
than “buying their way out” by purchasing emissions permits
from other countries. Even worse, countries might continue
to argue and end up doing nothing, as has been the case for
the United States up to now.

Given the strong support for cap-and-trade systems
among analysts and policymakers, is there a compromise
where the strengths of the carbon-tax regime can be crossed
with cap-and-trade to get a hardy hybrid? Perhaps the most
promising approach would be to supplement a quantitative
system with a carbon tax that underpins it—a “cap-and-tax”
system. For example, countries could buttress their participa-
tion in a cap-and-trade system by imposing a tax of $30 per
ton of carbon along with the quantitative restriction. Coun-
tries could also put a “safety valve” along with the tax, wherein
nations could sell carbon-emissions permits at a multiple of
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the tax, perhaps at a 50 percent premium, or $45 per ton in
this example.8

The cap-and-tax system would share some of the
strengths and weaknesses of each of the two polar cases. It
would not have firm quantitative limits like a pure cap-and-
trade system, but the quantitative limits would guide firms
and countries and would give some confidence that the cli-
matic targets were being achieved. The hybrid would have
some but not all of the advantages of a carbon-tax system.
It would have more favorable public-finance characteristics,
it would reduce price volatility, it would mitigate the incen-
tives for corruption, and it would help deal with uncertainties.
The narrower the band between the tax and the safety-valve
price, the more it has the advantages of a carbon tax; the wider
the band, the more it has the advantages of a cap-and-trade
system.

The coming years will undoubtedly witness intensive ne-
gotiations on global warming as the planet warms, the oceans
rise, and new ecological and economic impacts are discovered.
A dilemma will arise particularly if, as has been suggested ear-
lier, the quantitative approach of the Kyoto Protocol proves
to be ineffective and inefficient and no more effective system
takes its place. As policymakers search for more effective and
efficient ways to slow dangerous climatic change, they should
consider the possibility that price-type approaches like har-
monized taxes on carbon, or perhaps hybrid approaches like
cap-and-tax, could be powerful tools for coordinating policies
and slowing global warming.
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IX
An Alternative Perspective: 

The Stern Review

In November 2006, the British government presented a com-
prehensive new study: Stern Review on the Economics of
Climate Change (hereafter the Stern Review).1 It painted a dark
picture for the globe: “[T]he Review estimates that if we don’t
act, the overall costs and risks of climate change will be equiv-
alent to losing at least 5% of global GDP each year, now and
forever. If a wider range of risks and impacts is taken into
account, the estimates of damage could rise to 20% of GDP or
more. . . . Our actions now and over the coming decades
could create risks . . . on a scale similar to those associated
with the great wars and the economic depression of the first
half of the 20th century.”2

These results are dramatically different from those of
earlier economic models that use the same basic data and
analytical structure. One of the major findings in the eco-
nomics of climate change has been that efficient or “opti-
mal” economic policies to slow climate change involve _

_
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modest rates of emissions reductions in the near term, fol-
lowed by sharp reductions in the medium and long terms.
We might call this the “climate-policy ramp,” in which poli-
cies to slow global warming increasingly tighten or ramp up
over time.3

The findings about the climate-policy ramp have sur-
vived the tests of multiple alternative modeling strategies, dif-
ferent climate goals, alternative specifications of the scientific
modules, and more than a decade of revisions in integrated
assessment models. The logic of the climate-policy ramp is
straightforward. In a world where capital is productive, the
highest-return investments today are primarily in tangible,
technological, and human capital, including research on and
development of low-carbon technologies. In the coming de-
cades, damages are predicted to rise relative to output. As that
occurs, it becomes efficient to shift investments toward more
intensive emissions reductions. The exact mix and timing of
emissions reductions depend upon details of the costs, the
damages, and the extent to which climate change and dam-
ages are nonlinear and irreversible.

There are many perils, costs, and uncertainties—known
unknowns as well as unknown unknowns—involved in
unchecked climate change.4 Economic analyses have
searched for strategies that will balance the costs of action
with the perils of inaction. All economic studies find a case
for imposing immediate restraints on GHG emissions, but
the difficult questions are how much and how fast. The Stern
Review is in the tradition of economic cost-benefit analyses,
but it reaches strikingly different conclusions from the main-
stream economic models.5 Is this radical revision of global-
warming economics warranted? What are the reasons for the
difference?6
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Overview of the Issues

To begin with, the Stern Review should be read primarily as a
document that is political in nature and has advocacy as its
purpose. The review was officially commissioned when
British chancellor of the exchequer Gordon Brown “asked Sir
Nick Stern to lead a major review of the economics of climate
change, to understand more comprehensively the nature of
the economic challenges and how they can be met, in the UK
and globally.”7 For the most part, the Stern Review accurately
describes the basic economic questions involved in global
warming. However, it tends to emphasize studies and findings
that support its policy recommendations, while reports with
opposing views about the dangers of global warming are
ignored.

Putting this point differently, we might evaluate the
Stern Review in terms of the ground rules of standard science
and economics. The central methodology by which science,
including economics, operates is peer review and repro-
ducibility. By contrast, the Stern Review was published without
an appraisal of methods and assumptions by independent
outside experts, and its results cannot be easily reproduced.

These may seem minor points, but they are fundamental
for good science. The British government is not infallible in
questions of economic and scientific analysis of global warm-
ing, any more than it was in its assessment of weapons of mass
destruction in Iraq.8 External review and reproducibility can-
not remove all errors, but they are essential for ensuring logi-
cal reasoning and a respect for opposing arguments.

A related issue is the difficulty that readers may have in
understanding the chain of reasoning. The Stern Review was
prepared in record time. One of the unfortunate consequences
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of this haste is that it is a thicket of vaguely connected analyses
and reports on the many facets of the economics and science
of global warming. Readers will find it difficult to understand
or reproduce the line of reasoning that goes from background
trends (such as population and technology growth) through
emissions and impacts to the finding about the 20 percent cut in
consumption, now and forever. The background programs and
spreadsheets that underlie the analysis in the Stern Review were
not published so that analysts could reproduce their results.

Although we can question some of the Stern Review’s
modeling and economic assumptions, on a more positive
note, it makes an important contribution in selecting climate-
change policies with an eye to balancing economic priorities
with environmental dangers. By linking climate-change poli-
cies to both economic and environmental objectives, it has
corrected one of the fundamental flaws of the Kyoto Protocol,
which had no such linkage.

The next comment concerns the Stern Review’s emphasis
on the need for increasing the price of carbon emissions. The
Stern Review summarizes its discussion here as follows: “Cre-
ating a transparent and comparable carbon price signal
around the world is an urgent challenge for international col-
lective action.”9 In plain English, it is critical to have a harmo-
nized carbon price both to provide incentives for individual
firms and households and to stimulate research and develop-
ment in low-carbon technologies. Carbon prices must be
raised to transmit the social costs of GHG emissions to the
everyday decisions of billions of firms and people. This simple
but inconvenient economic truth is absent from most politi-
cal discussions of climate-change policy.

But these points are not the nub of the matter. Rather,
the Stern Review’s radical view of policy stems from an
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extreme assumption about discounting. Discounting is a fac-
tor in climate-change policy—indeed, in all investment
decisions—that involves the relative weight of future and
present payoffs. At first blush, this area would seem a techni-
cality. Unfortunately, it cannot be buried in a footnote, for
discounting is central to the Stern Review’s radical position.
The Stern Review proposes ethical assumptions that produce
very low discount rates. Combined with other assumptions,
the low discount rate magnifies impacts in the distant future
and rationalizes deep cuts in emissions (and indeed in all con-
sumption) today. If we substitute more conventional discount
rates used in other global-warming analyses, by governments,
by consumers, or by businesses, the Stern Review’s dramatic
results disappear, and we come back to the climate-policy
ramp described earlier. The balance of this chapter focuses
on this central issue.

Discounting in Growth and Climate Change

Questions of discounting are central to understanding eco-
nomic growth theory and policy. They also lie at the heart of
the Stern Review’s radical view of the grave damages from cli-
mate change and the need for immediate steps to sharply re-
duce GHG. This section reviews some of the core issues, while
the next section provides an empirical application of alterna-
tive approaches.

ALTERNATIV E DISCOUNT CONCEPTS

Debates about discounting have a long history in economics
and public policy. Discounting involves two related and often-
confused concepts. One is the idea of a discount rate on
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goods, which is a positive concept that measures the relative
price of goods at different points in time. This is also called
the real return on capital, the real interest rate, the opportu-
nity cost of capital, and the real return. The real return mea-
sures the yield on investments corrected by the change in the
overall price level.

In principle, returns are observable in the marketplace.
For example, the real return on 20-year U.S. Treasury securi-
ties for 2007 was 2.7 percent per year. The real pretax return
on U.S. nonfinancial corporations over the past four decades
has averaged about 6.6 percent per year, while the return on
U.S. nonfinancial industries over the 1997–2006 period aver-
aged 8.9 percent per year. Estimated real returns on human
capital range from 6 percent per year to more than 20 percent
per year depending upon the country and the time period.
The IPCC Second Assessment Report discussed actual returns
and reported real returns on investment ranging from 5 to 26
percent per year.10 In my empirical work with aggregated and
regional models, I generally use a benchmark real return on
capital of around 6 percent per year, based on estimates of
rates of return from many studies. Since taxes are excluded
from this analysis, this is the real discount rate on consump-
tion as well.

The second important discount concept involves the rel-
ative weight of the economic welfare of different households
or generations over time. This is sometimes called the “pure
rate of social time preference,” but I will call it the “time dis-
count rate” for brevity. It is calculated as a percent per unit
of time, like an interest rate, but refers to the discount in fu-
ture welfare, not future goods or dollars. A zero time discount
rate means that future generations into the indefinite future
are treated symmetrically with present generations; a positive
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time discount rate means that the welfare of future genera-
tions is reduced or “discounted” compared with that of nearer
generations. Philosophers and economists have conducted
vigorous debates about how to apply time discount rates in
areas as diverse as economic growth, climate change, energy
policy, nuclear waste, major infrastructure programs such as
levees, and reparations for slavery.11

The sections that follow examine the analytical and
philosophical arguments about intergenerational equity, how
discounting affects the measurement of damages, and the role
of discounting in the economic modeling of climate change,
saving behavior, and behavior under uncertainty.

THE ANALYTICAL BACKGROUND OF OPTIMAL

ECONOMIC GROWTH

Like many other studies of the economics of global warming,
the Stern Review puts policy decisions about how to balance
emissions reductions with damages in the framework of eco-
nomic growth theory. In this framework, the economies of the
world begin with reference paths for consumption, capital,
population, emissions, climate, and so on. Policies change the
trajectory of emissions, GHG concentrations, impacts, and
consumption. Alternative paths of climate policies and con-
sumption are then evaluated by using a social welfare func-
tion that ranks the different paths.

The specific approach used by the Stern Review to model
the economy and to evaluate the outcomes is the Ramsey-
Koopmans-Cass model of optimal economic growth.12 In this
theory, a central decision maker desires to maximize a social
welfare function that is the discounted value of the utility of
consumption over some indefinite time period. The economic
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units in the economy are generations or cohorts. Economic
activity is represented by a single variable, c(t), which can be
interpreted as the consumption resources devoted to that gen-
eration or cohort on a per capita basis and is discounted to a
particular year. This analysis suppresses the details of the deci-
sion making of the generation, such as the time profile of con-
sumption, life span, and working and leisure, as well as
individual preferences, such as personal risk aversion and time
preference, as distinct elements not specifically related to the
social choices.

For mathematical convenience, assume that there is a
continuum of generations, so that we can analyze the deci-
sions in continuous time. In this framework, as described in
Chapter 3, the social welfare function is taken to be an addi-

tive separable utilitarian form, W � �
�

	
U[c(t)]e��tdt. Here, c(t)

is the per capita consumption of the generation, U[.] is the
utility function used to compare the relative value of different
levels of consumption per generation, and � is the time dis-
count rate applied to different generations. For simplicity
in the present discussion, I assume a constant population nor-
malized to 1.

We pause for an important cautionary point. It must be
emphasized that the variables analyzed here apply to compar-
isons of the welfare of different generations and not to individ-
ual preferences. The individual rates of time preference, risk
preference, and utility functions do not, in principle at least,
enter into the discussion or arguments at all. An individual
may have high time preference, or perhaps double hyperbolic
discounting, or negative discounting, but this has no necessary
connection with how social decisions weight different genera-
tions. Similar cautions apply to the consumption elasticity.
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The Stern Review argues that it is indefensible to make
long-term decisions with a positive time discount rate: “[Our]
argument . . . and that of many other economists and philoso-
phers who have examined these long-run, ethical issues, is
that [a positive time discount rate] is relevant only to account
for the exogenous possibility of extinction.”13 This point is
supported by the argument, which is actually neither neces-
sary nor sufficient, that a positive time discount rate would
lead societies to ignore large costs that occur in the distant fu-
ture. The actual time discount rate used in the Stern Review is
0.1 percent per year, which is only vaguely justified by esti-
mates of the probability of extinction; for our purposes, it can
be treated as near zero.

The Stern Review makes the further conventional as-
sumption, as does the DICE model, that the utility function
has a constant elasticity of the marginal utility of consump-
tion, �; I call this parameter the “consumption elasticity” for
brevity. A constant consumption elasticity implies that the
utility function has the form U[c(t)] � c(t)1��/(1 � �) for
0 
 � � �.

Optimizing the social welfare function with a constant
population and a constant rate of growth of consumption per
generation, g*, yields the standard equation for the relation-
ship between the equilibrium real return on capital, r*, and
the other parameters: r* � � � �g*. We call this the “Ramsey
equation,” which is embraced by the Stern Review as the orga-
nizing concept for thinking about intertemporal choices for
global-warming policies. The Ramsey equation shows that in
a welfare optimum, the rate of return on capital is determined
by the generational rate of time preference, the extent to
which social policies have aversion to consumption inequality
among generations, and the rate of growth of generational
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consumption. In a growing economy, a high return on capital
can arise either from a high time discount rate or high aver-
sion to generational inequality.

How convincing is the Stern Review’s argument for its
social welfare function, consumption elasticity, and time dis-
count rate? To begin with, there is a major issue concerning
the views that are embodied in the social welfare function
adopted by the Stern Review. It takes the lofty vantage point of
the world social planner, perhaps stoking the dying embers of
the British Empire, in determining the way in which the world
should combat the dangers of global warming. The world, ac-
cording to Government House utilitarianism,14 should use the
combination of time discounting and consumption elasticity
that the Stern Review’s authors find persuasive from their ethi-
cal vantage point.

I have always found the Government House approach
misleading in the context of global warming and particularly
as it informs the negotiations of policies among sovereign
states. Instead, I would interpret the baseline trajectory, from
a conceptual point of view, as one that represents the outcome
of market and policy factors as they currently exist. In other
words, the DICE model is an attempt to project from a posi-
tive perspective the levels and growth of population, output,
consumption, saving, interest rates, GHG emissions, climate
change, and climatic damages that would occur with no inter-
ventions to affect GHG emissions. This approach does not
make a case for the social desirability of the distribution of
incomes over space or time under existing conditions.

The calculations of changes in world welfare arising
from efficient climate-change policies examine potential im-
provements within the context of the existing distribution of
income and investments across space and time. Because this
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approach relates to discounting, it requires that we look care-
fully at the returns on alternative investments—at the real real
interest rate—as the benchmark for climatic investments. The
normatively acceptable real interest rates prescribed by phi-
losophers, economists, or the British government are irrele-
vant to determining the appropriate discount rate to use in
the actual financial and capital markets of the United States,
China, Brazil, and the rest of the world. When countries weigh
their self-interest in international bargains about emissions
reductions and burden sharing, they look at the actual gains
from bargains, and the returns on these relative to other in-
vestments, rather than the gains that would come from a the-
oretical growth model.

PHILOSOPHICAL QUESTIONS ABOUT THE 

TIME DISCOUNT R ATE

Although I find the ethical reasoning on discount rates in the
Stern Review largely irrelevant for the actual investments and
negotiations about climate change, it is worth considering the
arguments for their own merits. At the outset, we should recall
the warning that Tjalling Koopmans gave in his pathbreaking
analysis of discounting in growth theory: “[T]he problem of
optimal growth is too complicated, or at least too unfamiliar,
for one to feel comfortable in making an entirely a priori
choice of [a time discount rate] before one knows the implica-
tions of alternative choices.”15 This conclusion applies with
even greater force in global-warming models, which have
much greater complexity than the simple, deterministic, sta-
tionary, two-input models that Koopmans analyzed.

The Stern Review argues that fundamental ethics require
intergenerational neutrality, represented by a near-zero time
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discount rate. The logic behind the Stern Review’s social wel-
fare function is not as universal as it would have us believe: it
stems from the British utilitarian tradition with all the contro-
versies and baggage that accompany that philosophical
stance.16 Quite another ethical stance would be to hold that
each generation should leave at least as much total societal
capital (tangible, natural, human, and technological) as it in-
herited. This would allow a wide array of time discount rates.

A radically different approach would be a Rawlsian per-
spective that societies should maximize the economic well-
being of the poorest generation. The ethical implication of
this policy would be that current consumption should in-
crease sharply to reflect the projected future improvements in
productivity. An extension of the Rawlsian perspective to un-
certainty would be a precautionary (minimax) principle in
which societies maximize minimum consumption along the
riskiest path; this might involve stockpiling vaccines, grain,
oil, and water in contemplation of possible plagues and
famines. Yet further perspectives would consider ecological
values in addition to anthropocentric values. The morals of
major religions—present and future—might clash with the
utilitarian calculus of Ramsey growth theories.

To complicate matters further, note that none of these
approaches touches on the structure of actual intertemporal
decision making because this generation cannot decide for or
tie the hands of future generations.17 Instead, each generation
is in the position of one member of a relay team, handing off
the baton of capital to the next generation and hoping that
future generations behave sensibly and avoid catastrophic
choices such as dropping or destroying the baton. Moreover,
because we live in an open-economy world of sometimes-
competing and sometimes-cooperating relay teams, we must
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consider how the world capital market will equilibrate to the
simultaneous relay races, baton dropping, existential wars,
and differing norms over space and time.

None of these alternatives is seriously considered by the
Stern Review, but even without choosing among them, it
should be clear that alternative ethical perspectives are pos-
sible. Moreover, as I suggest later, alternative perspectives
provide vastly different prescriptions about desirable climate-
change policies.

REAL INTEREST R ATES UNDER ALTERNATIV E

CALIBR ATIONS OF THE R AMSEY EQUATION

Although time discount rates get most of the headlines, the
real return on capital is the variable that drives efficient cur-
rent emissions reductions. It is the real return on capital that
enters into the equality between the marginal consumption
cost of emissions reductions today and the discounted mar-
ginal consumption benefit of reduced climate damages in the
future.

However, in the optimal growth framework, the real re-
turn is an endogenous variable that is determined by the Ram-
sey equation discussed earlier. At equilibrium, the real interest
rate depends not only on the time discount rate but also upon
a second ethical parameter: the consumption elasticity. A real-
istic analysis also needs to account for distortions from the tax
system, for uncertainties, and for risk premiums on invest-
ments, but these complications will be ignored in the present
context.18

The Stern Review assumes that the consumption elastic-
ity is 1, which yields a logarithmic utility function. The elastic-
ity parameter is casually discussed, with no justification in the
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original report.19 With an assumed long-run growth of per
capita output of 1.3 percent per year and a time discount rate
of 0.1 percent per year, this leads to an equilibrium real inter-
est rate of 1.4 percent per year. This rate is apparently used in
a partial-equilibrium framework without any reference either
to actual rates of return or to the possibility that the economy
might not yet have reached the long-run equilibrium.

Even though the real interest rate is crucial to balancing
the economic benefits of future damages against present costs
of emissions reductions, there is no reference to the decisive
role of the real interest rate in the Stern Review. However, in
calibrating a growth model, the time discount rate and the
consumption elasticity cannot be chosen independently if the
model is designed to match observable real interest rates and
savings rates. To match a real interest rate of, say, 4 percent
and a growth in per capita consumption of 1.3 percent per
year requires some combination of high time discounting and
high consumption elasticity. For example, using the Stern Re-
view’s economic growth assumptions, a zero time discount
rate requires a consumption elasticity of 3 to produce a 4 per-
cent rate of return. If we adopt the Stern Review’s consump-
tion elasticity of 1, then we need a time discount rate of 2.7
percent per year to match the observed rate of return.

The experiments for the DICE-2007 model discussed
later in this chapter are slightly different from these equilib-
rium calculations because of population growth and noncon-
stant consumption growth, but we can use the equilibrium
calculations to give the flavor of the results. In the baseline
empirical model, I adopt a time discount rate of 1.5 percent
per year with a consumption elasticity of 2. These yield an
equilibrium real interest rate of 5.5 percent per year with the
consumption growth that is projected over the next century
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by the DICE-2007 model. It turns out that the calibration of
the utility function makes an enormous difference to the
results of global-warming models, as I show in the modeling
section later.

The Stern Review’s approach also has an important im-
plication for consumption and saving.20 If its philosophy were
adopted, it would produce much higher overall saving com-
pared with today. At a first approximation, the Stern Review’s
assumptions about time discounting and the consumption
elasticity would lead to a doubling of the optimal global net
savings rate. While this might be worth contemplating, it
hardly seems ethically compelling. Global per capita con-
sumption is around $6,600 today. According to the Stern Re-
view’s assumptions, this will grow at 1.3 percent per year to
around $87,000 in two centuries. If we use these numbers,
how persuasive is the ethical stance that we have a duty to re-
duce current consumption by a substantial amount to im-
prove the welfare of the rich future generations?

A FISCAL-POLICY EXPERIMENT

We can provide an intuitive explanation of the Ramsey analy-
sis by considering a fiscal experiment that asks whether a par-
ticular abatement policy improves the consumption
possibilities of future generations. Begin with the path of con-
sumption that corresponds to the current state of affairs—one
in which there are essentially no policies to reduce GHG emis-
sions; call this path the “baseline” trajectory. Then adopt a set
of abatement strategies that correspond to the optimum in the
Ramsey growth model. However, along with this optimal
abatement strategy, we undertake fiscal tax and transfer poli-
cies to maintain the present baseline consumption levels (say,
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for 50 years). The optimum might have slightly lower con-
sumption in the early years, so the fiscal-policy experiment
would involve both abatement and fiscal deficits and debt ac-
cumulation for some time, followed by fiscal surpluses and
debt repayment later. Call this the “optimal-plus-deficit”
strategy. In essence, this alternative keeps consumption the
same for the present but rearranges societal investments away
from conventional capital (structures, equipment, education,
and the like) to investments in abatement of GHG emissions
(in climate capital, so to speak).

Assuming that the investments and fiscal policies are ef-
ficiently designed so that capital continues to earn its mar-
ginal product as measured by the market real return, the
optimal-plus-deficit strategy will increase the consumption
possibilities of all future generations (those coming after 50
years). In other words, the abatement policies are indeed
Pareto-improving. This implies that at some future point, the
returns on the investments in climate capital will be reaped,
output will rise above the baseline level, and the debt can
be repaid.

We can also use this framework to evaluate the Stern Re-
view’s very tight emissions-reduction strategy. Consider un-
dertaking its emissions-control strategy and using fiscal
policies to keep consumption unchanged for 50 years—that is,
the “Review-plus-deficit” strategy. Using returns on capital
that match estimated market returns, the Stern Review’s strat-
egy would leave future generations with less consumption than
the optimal-plus-deficit strategy. Indeed, by my calculations,
the Stern Review’s strategy would leave the future absolutely
worse off; it would be Pareto-deteriorating. The Stern Review’s
approach is inefficient because it invests too much in low-yield
abatement strategies too early. After 50 years, conventional
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capital is much reduced, while climate capital is only slightly
increased. The efficient strategy has more investment in con-
ventional capital at the beginning and can use those additional
resources to invest heavily in climate capital later on.

MEASURING IMPACTS WITH NEAR-ZERO

DISCOUNTING

These analytical points are useful in understanding the Stern
Review’s estimates of the potential damages from climate
change. The Stern Review concludes, “Putting these . . . factors
together would probably increase the cost of climate change
to the equivalent of a 20% cut in per-capita consumption,
now and forever.” This frightening statement suggests that the
globe is perilously close to driving off a climatic cliff in the
very near future. Faced with this grave prospect, any sensible
person would surely reconsider current policies.

A close look reveals that the statement is quite mislead-
ing because it employs an unusual definition of consumption
losses. When the Stern Review says that there are substantial
losses “now,” it does not mean “today.” The measure of con-
sumption used is the “balanced growth equivalents” of con-
sumption, which is essentially a proportional income annuity.
With zero discounting, this is the certainty equivalent of the
average annual consumption loss over the indefinite future.

In fact, the Stern Review’s estimate of the output loss
now, as in “today,” is essentially zero. Moreover, the projected
impacts from climate change occur far in the future. Take as
an example the high-climate scenario with catastrophic and
nonmarket impacts. For this case, the mean losses are 0.4 per-
cent of world output in 2060, 2.9 percent in 2100, and 13.8
percent in 2200.21 This is calculated as a loss in “current per

An Alternative Perspective: The Stern Review 181

_
_
_

35225_u01.qxd  2/20/08  5:36 PM  Page 181



capita consumption” of 14.4 percent (see Stern 2007, table
6.1). With even further gloomy adjustments, it becomes the
“high� ” case of a “20% cut in per-capita consumption, now
and forever.”

How do damages that average around 1 percent of out-
put over the next century become a 14.4 percent reduction in
consumption now and forever? The answer is that with near-
zero discounting, the low damages in the next two centuries
get overwhelmed by the long-term average over the many cen-
turies that follow. In fact, if we use the Stern Review’s method-
ology, more than half the estimated damages “now and
forever” occur after the year 2800. The damage puzzle is re-
solved. The large damages from global warming reflect large
and speculative damages in the far-distant future magnified
into a large current value by a near-zero time discount rate.

A WRINKLE EXPERIMENT

The effect of low discounting can be illustrated by a “wrinkle
experiment.” Suppose that scientists discover a wrinkle in the
climate system that will cause damages equal to 0.1 percent of
net consumption starting in 2200 and continuing at that rate
forever after. How large a one-time investment would be justi-
fied today to remove the wrinkle that starts only after two cen-
turies? If we use the methodology of the Stern Review, the
answer is that we should pay up to 56 percent of one year’s
world consumption today to remove the wrinkle.22 In other
words, it is worth a one-time consumption hit of approxi-
mately $30,000 billion today to fix a tiny problem that begins
in 2200.23

It is illuminating to put this point in terms of average
consumption levels. Using its growth projections, the Stern
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Review would justify reducing per capita consumption for
one year today from $6,600 to $2,900 in order to prevent a re-
duction of consumption from $87,000 to $86,900 starting two
centuries hence and continuing at that rate forever after. This
bizarre result arises because the value of the future consump-
tion stream is so high with near-zero time discounting that we
should sacrifice a large fraction of today’s income in order to
increase a far-future income stream by a very tiny fraction.
This is yet another reminder of Koopmans’s warning to pro-
ceed cautiously in accepting theoretical assumptions about
discounting before examining their full consequences.

HAIR TRIGGERS AND UNCERTAINTY

A related feature of the Stern Review’s near-zero time discount
rate is that it puts present decisions on a hair trigger in response
to far-future contingencies. Under conventional discounting,
contingencies many centuries ahead have a tiny weight in today’s
decisions. Decisions focus on the near future. With the Stern Re-
view’s discounting procedure, by contrast, present decisions be-
come extremely sensitive to uncertain events in the distant future.

We saw earlier how an infinitesimal impact on the post-
2200 income stream could justify a large consumption sacri-
fice today. We can use the same example to illustrate how
far-future uncertainties are magnified by low discount rates.
Suppose that the climatic wrinkle is not a sure thing; rather,
there is a 10 percent probability of a wrinkle that would re-
duce the post-2200 income stream by 0.1 percent. What in-
surance premium would be justified today to reduce that
probability to zero? With conventional discount rates (and,
one might say, with common sense), we would ignore any
tiny low-probability wrinkle two centuries ahead.

An Alternative Perspective: The Stern Review 183

_
_
_

35225_u01.qxd  2/20/08  5:36 PM  Page 183



184 An Alternative Perspective: The Stern Review

_
_
_

With the Stern Review’s near-zero discount rate, offsetting
the low-probability wrinkle would be enormously valuable. We
would pay an insurance premium today of as much as 8 percent
of one year’s consumption (about $4 trillion) to remove the
year 2200 contingency. If the contingency were thought to oc-
cur in 2400 rather than in 2200, the insurance premium would
still be 6.5 percent of one year’s income. Because the future is so
greatly magnified by a near-zero time discount rate, policies for
different threshold dates would be virtually identical. More-
over, a small refinement in the probability estimate would trig-
ger a large change in the dollar premium. If someone
discovered that the probability of the wrinkle was 15 percent
rather than 10 percent, the insurance premium would rise by
almost 50 percent (to about $6 trillion).

Although this feature of low discounting might appear
benign in climate-change policy, we could imagine other areas
where the implications could themselves be dangerous. Imag-
ine the preventive-war strategies that might be devised with
low time discount rates. Countries might start wars today
because of the possibility of nuclear proliferation a century
ahead, or because of a potential adverse shift in the balance of
power two centuries ahead, or because of speculative futuris-
tic technologies three centuries ahead. It is not clear how long
the globe could survive the calculations and machinations of
zero-discount-rate military strategists. This is yet another ex-
ample of a surprising implication of using a low discount rate.

Alternative Discount Strategies in DICE and the
Stern Review

The analytical points discussed in earlier sections can usefully
be illustrated using empirical models of the economics of
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global warming. It is virtually impossible for those outside
the modeling group to understand the detailed results of the
Stern Review. It would involve studying the economics and
geophysics in several chapters, taking apart a complex analy-
sis (the PAGE [Policy Analysis of the Greenhouse Effect]
model), and examining the derivation and implications of
each of the economic and scientific judgments. Understanding
the analysis is made even more difficult because the detailed
calculations behind the Stern Review have not been made
available.

The alternative approach followed here is to use the
DICE-2007 model to understand the logic of the approach in
the Stern Review. To analyze the approach, I make three runs,
which are explained as below:

Run 1. Optimal climate-change policy in the DICE-
2007 model
Run 2. Optimal climate change using the Stern
Review zero discount rate
Run 3. Optimal climate change using a zero dis-
count rate and a recalibrated consumption elasticity

Note that these runs take a different approach from that of
earlier chapters. The earlier estimates used a consistent objec-
tive function in analyzing all policies. In this chapter, we
investigate the impact of alternative objective functions.

Run 1 calculates the optimal climate-change policy in
the DICE-2007 model. This run takes the DICE-2007 model
and calculates the optimal trajectory of climate-change poli-
cies as described in earlier chapters. Run 1 (the optimal run of
earlier chapters) has an optimal carbon price of $42 per ton
of carbon in 2015, rising over time to $95 in 2050 and to $207

An Alternative Perspective: The Stern Review 185

_
_
_

35225_u01.qxd  2/20/08  5:36 PM  Page 185



in 2100 (all data are in 2005 U.S. dollars). The social cost of
carbon without emissions restraints is $28 per ton of carbon
in 2005. The optimal rate of emissions reduction is 16 percent
in 2015, 25 percent in 2050, and 42 percent in 2100. This op-
timized path leads to a projected global temperature increase
from 1900 to 2100 of 2.8°C.

The standard-DICE-model results just discussed are
radically different from those in the Stern Review. The Stern
Review estimates that the current social cost of carbon in the
uncontrolled regime is $350 per ton of carbon in 2005
prices.24 This number is more than 10 times the DICE-model
result. It seems likely that the major reason for the Stern
Review’s sharp emissions reductions and high social cost of
carbon is the low time discount rate.

I therefore calculated Run 2, optimal climate change us-
ing the Stern Review zero discount rate. The assumptions are
the same as in Run 1 except that the time discount rate is
changed to 0.1 percent per year and the consumption elastic-
ity is changed to 1. This dramatically changes the trajectory of
climate-change policy. The 2015 optimal carbon price in the
DICE model rises from $42 per ton in Run 1 to $348 per ton
in Run 2. Recommended emissions reductions in Run 2 are
much larger—with emissions reductions of 51 percent in
2025—because future damages are in effect treated as though
they were occurring today. So Run 2 confirms the intuition
that a low real return on capital leads to a very high initial car-
bon price and very sharp initial emissions reductions. The
climate-policy ramp flattens out.

One of the problems with Run 2 is that it generates real
returns that are too low and savings rates that are too high
compared with actual market data. We correct this with Run
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3, optimal climate change using a zero discount rate and a
recalibrated consumption elasticity. This run draws on the
Ramsey equation; it keeps the near-zero time discount rate
and calibrates the consumption elasticity to match observable
variables. This calibration yields parameters of � � 0.1 per-
cent per year and � � 3. The calibration produces a real re-
turn on capital for the first eight periods of 5.2 percent per
year for Run 3, compared with an average for Run 1 of 5.3
percent per year. Run 2 (the Stern Review run) has a real re-
turn of 1.9 percent per year over the period.

Run 3 looks very similar to Run 1, which is the standard
DICE-2007 model’s optimal policy. The optimal carbon price
for Run 3 in 2015 is $43, which is slightly above Run 1’s $42
per ton of carbon. The recalibrated run looks nothing like
Run 2, which reflects the Stern Review’s assumptions. How can
it be that Run 3, with a near-zero time discount rate, looks so
much like Run 1? The reason is that Run 3 maintains a struc-
ture with a high return on capital. This calibration removes,
for the near term at least, the cost-benefit dilemmas as well
as the savings and uncertainty problems discussed earlier.

Figures 9-1 and 9-2 show the time paths of optimal car-
bon taxes and rates of return on capital under the three runs
examined here. These figures illustrate the point that it is not
the time discount rate itself that determines the high carbon
tax in the Stern Review runs, but the combination of the time
discount rate and the consumption elasticity as they work
through the rate of return on capital.

These experiments highlight that the central difference
between the Stern Review and many other economic models
lies in the implicit real return on capital embedded in the
model. The Stern Review’s calibration gives too low a rate
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Figure 9-1. Optimal carbon tax in three alternative runs for the Stern
Review analysis. The calculated optimal carbon tax, or the price that
equilibrates the marginal cost of damages with the marginal cost of
emissions, in the different runs. The runs are explained in the text.
These numbers are slightly below the estimated social cost of carbon
for the uncontrolled runs. Values are prices per ton of carbon in 2005
international U.S. dollars.

of return and too high a savings rate compared with actual
macroeconomic data. If the model is designed to fit current
market data, then the modeler has only one and not two de-
grees of freedom in choosing the time discount rate and the
consumption elasticity. The Stern Review seems to have be-
come lost in the discounting trees and failed to see the capital
market forest by overlooking the constraints on the two nor-
mative parameters.

Since this analysis was first undertaken, similar results
have been found by other modelers. A particularly enlighten-
ing set of runs was made by Chris Hope, who is the designer of
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Figure 9-2. Rate of return on capital in alternative runs. The marginal
product of capital in the different runs for the analysis of the approach
of the Stern Review. Conceptually, the return is the discount rate on
consumption from one period to the next. The model contains no
inflation, risk, or taxes. The figure is the estimated geometric average
real return from the date shown to the next date.

the PAGE model that was used for some economic modeling
runs in the Stern Review. Hope attempted to replicate the
Stern Review’s results in his own model. He found that when
he substituted the assumptions and discount rates that were
normally used in the PAGE model, the mean social cost of car-
bon was only $43 per ton of carbon. Simply substituting a dis-
count rate of 0.1 percent per year into the PAGE model raises
the mean social cost of carbon from $43 per ton of carbon to
$364 per ton of carbon, which is close to the ratio found
here.25 A study by Sergey Mityakov, using yet another cali-
brated model of the economics of global warming, finds that
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the Stern Review’s discounting assumptions raise the present
value of damages by a factor of 8 to 16, depending upon which
baseline discount rate is used.26

What should the prudent reader conclude from all this?
Global warming is a complex phenomenon, and there are
many perspectives that can help illuminate the issues. Sensible
decision making requires a robust set of alternative scenarios
and sensitivity analyses to determine whether some rabbit has
in the dead of night jumped into the hat and is responsible for
some unusual results. One of the major flaws in the Stern
Review is the absence of just such robust analyses.

Summary Verdict

How much and how fast should the globe reduce GHG emis-
sions? How should nations balance the costs of these reduc-
tions against the damages and dangers of climate change? The
Stern Review answers these questions clearly and unambigu-
ously: We need urgent, sharp, and immediate reductions in
GHG emissions.

I am reminded of President Harry Truman’s complaint
that his economists would always say, on the one hand this
and on the other hand that. He wanted a one-handed econo-
mist. The Stern Review is a president’s or a prime minister’s
dream come true. It provides decisive answers instead of the
dreaded conjectures, contingencies, and qualifications. How-
ever, a closer look reveals that there is indeed another hand
to these answers. The Stern Review’s radical revision of the
economics of climate change does not arise from any new
economics, science, or modeling. Rather, it depends deci-
sively on the assumption of a near-zero time discount rate
combined with a specific utility function. The Stern Review’s
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unambiguous conclusions about the need for extreme imme-
diate action will not survive the substitution of assumptions
that are more consistent with today’s market real interest and
savings rates. Hence the central questions about global-
warming policy—how much, how fast, and how costly—
remain open. The Stern Review does not provide useful
answers to these fundamental questions.
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This book presents the results of the DICE-2007 model, which
is a complete revision of earlier models of the economics of
global warming. The model is a globally aggregated model
that incorporates simplified representations of the major ele-
ments involved in analyzing the problems associated with cli-
mate change. The major feature of the DICE model is that
it allows us to analyze in a simplified and transparent fashion
the economic and environmental impacts of alternative poli-
cies, including one with no controls, an economic optimum,
and ones targeted on climatic constraints, as well as ones that
derive from current policies such as the Kyoto Protocol. We
conclude this book with some reservations and summary
conclusions.

Reservations

We begin with some reservations that should be kept in
mind in weighing the results of this book. These reservations

X
Summary and Conclusions

_
_
_

35225_u01.qxd  2/20/08  5:36 PM  Page 192



are in addition to the contentious issues discussed in Chap-
ter 3. The first reservation is that the structure, equations,
data, and parameters of the model all have major uncertain
elements. Virtually none of the major components is com-
pletely understood. Moreover, because the model embodies
long-term projections of poorly understood phenomena, the
results should be viewed as having growing error bounds the
further the projections move into the future. As an example,
the temperature projections indicate an uncertainty range
(roughly the middle two-thirds of the distribution) of 1.9 to
4.0°C for 2100.

The impact of uncertainties on policies is not obvious.
The common presumption is that uncertainty would lead to
tighter restrictions on carbon emissions or higher carbon
taxes. This, however, is not necessarily correct. If the uncer-
tainties come primarily from changes in productivity, then
the presence of uncertainty might lead to lower optimal car-
bon taxes. Moreover, sensible policies will depend upon the
time path of the resolution of the uncertainties; a more rapid
resolution of uncertainty implies that it may be beneficial to
impose less costly restraints until the exact nature of future
consequences is revealed. One preliminary finding of the
uncertainty analysis in this book is that the best-guess or
certainty-equivalent policy differs little from the expected-
value policy.

A second reservation, related to the first, is that the DICE
model is but one approach to understanding the economic
and policy issues involved in global warming. It embodies the
modeling philosophy and the analytical and empirical procliv-
ities and biases of its author. Other models provide different
perspectives and important insights that cannot be obtained
from this approach. Particularly important are issues such as
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aggregation over space and time, distributional issues over
rich and poor generations and nations, dynamics, atmos-
pheric chemistry, regional detail in geophysical sciences, fix-
ity of capital stocks, political rigidities, and bargaining
questions in international agreements. No medicine can ef-
fectively cure all diseases, and no model can accurately
answer all questions.

A third major reservation is that the DICE model con-
tains highly simplified representations of the major relation-
ships among emissions, concentrations, climate change, the
costs of emissions reductions, and the impacts of climate
change. Much regional detail is hidden or lost in the aggrega-
tion, and some of the trade-offs involved, particularly be-
tween rich and poor regions, cannot be explored.

The use of highly aggregated relationships is motivated
by one primary concern. The relationships among the differ-
ent parts of the system are extremely complex, particularly be-
cause they involve long time dynamics. It is useful, therefore,
to work with a model that is as simple and as transparent as
possible. Complex systems cannot be easily understood, and
strange behavior may well arise because of the interaction of
complex nonlinear relationships. To include more sectors of
the economy, more layers of the ocean, more greenhouse
gases, more energy resources, more layers of production func-
tions, or multiple regions would reduce transparency, hinder
use of the model, and impair its ability to conduct sensitivity
analyses. Apologies are extended to those who feel that their
discipline has been grossly oversimplified. Along with the
apologies go invitations to help improve our understanding
by providing better parsimonious representations of the cru-
cial geophysical or economic processes. In modeling, small is
genuinely beautiful.
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Major Results and Conclusions

This book contains many results that have been discussed
along the way. In this section, I highlight 10 major conclu-
sions.

The first major point is that an ideal and efficient
climate-change policy would be relatively inexpensive and
would have a substantial impact on long-run climate change.
This policy, which we have labeled the “optimal” one, sets
emissions reductions to maximize the economic welfare of
humans. The net present-value benefit of the optimal policy is
$3 trillion. Our estimate is that the present value of global
abatement costs for the optimal policy would be around $2
trillion, which is 0.1 percent of discounted world income.
(Recall that all dollar values in the text, tables, and graphs are
in 2005 U.S. dollars and are measured in purchasing-power-
parity exchange rates.)

The optimal policy reduces the global temperature rise
relative to 1900 to 2.6°C in 2100 and to 3.4°C in 2200. If con-
centration or temperature limits are added to the economic
optimum, the additional cost is relatively modest for all but
the most ambitious targets. For example, imposing a con-
straint in which CO2 concentrations are limited to a doubling
of preindustrial levels has an additional present-value cost of
$0.4 trillion, while limiting global temperature increases to
2.5°C has an additional present-value cost of $1.1 trillion over
the optimum.

Note that although the net impact of policies is relatively
small, the total discounted climatic damages are large. We es-
timate that the present value of climatic damages in the base-
line (uncontrolled) case is $22.6 trillion, compared with $17.3
trillion in the optimal case.

Summary and Conclusions 195

_
_
_

35225_u01.qxd  2/20/08  5:36 PM  Page 195



The second point refers to findings about the social cost
of carbon (SCC) along with carbon taxes or prices. Our esti-
mate, shown in Table 5-1, is that the SCC in the baseline case
is about $28 per metric ton of carbon in 2005. (Often, prices
are quoted in terms of prices for carbon dioxide, which are
smaller by a factor of 3.67, so the current SCC is $7.40 per ton
of CO2.) This figure is slightly higher than the optimal carbon
tax, which is estimated to be $27 per ton of carbon in 2005.

These numbers are the most informative indicator of the
optimal tightness of climate-change policies. The optimal car-
bon tax indicates the level of restraint on carbon emissions
that would need to be imposed in order to put the globe on
the economically optimal path—the path on which incre-
mental costs and benefits are balanced. The baseline SCC
indicates the maximum value that any efficient emissions-
control program should take. An efficient partial program
(say, one with less than complete participation) might have
a carbon price above the optimal price, but it would never
be above the no-controls SCC.

The SCCs with the intermediate climatic objectives are
slightly higher than those of the baseline or optimal programs
because they implicitly assume very high costs at the thresh-
olds. For example, the initial SCC with a limit of doubling CO2

concentrations is $29.20 per ton of carbon, compared with
$28.10 per ton of carbon for the baseline. The carbon taxes that
would apply to the climatic limits, except for the very stringent
case, are close to those of the economic optimum. For exam-
ple, the 2010 carbon prices associated with the CO2-doubling
and 2.5°C cases are $40 and $42 per ton of carbon, respectively,
compared with $34 per ton for the optimum without limits.

This book also shows that the trajectory of optimal car-
bon prices should rise sharply over the coming decades to
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reflect rising damages and the need for increasingly tight
restraints. For example, in the optimal trajectory, the carbon
price would rise to $95 per ton of carbon by 2050 and to $202
per ton of carbon by 2100. The ultimate limit of the carbon
price would be determined by the cost at which the backstop
technology (a technology that provides superabundant sup-
plies of zero-carbon fuel substitutes for all uses) would be-
come available. Note as well that the climatic-limit cases show
steeper increases in the carbon price depending upon the pre-
cise target chosen.

The third point concerns the need for cost-effective poli-
cies (or, conversely, the need to avoid inefficient policies). The
results cited in the first two summary points assume that the
policies are efficiently deployed. This means that carbon prices
are harmonized across sectors and countries, that there are no
exemptions or favored sectors, and that the time path of car-
bon prices is correctly chosen. All of these are unrealistic in the
world we know today. For example, in the Kyoto Protocol, car-
bon prices are different across countries (from high to zero);
within covered countries, some sectors are favored; and there
is no mechanism to guarantee an efficient allocation over time.

As an example of highly inefficient strategies, we can look
at the results for the Kyoto Protocol without the United States.
In this case, because the regime is so minimal and distorted, the
present value of the damages is only $0.12 trillion less than the
baseline, while the abatement costs are $0.07 trillion higher.
This estimate assumes that the policy is efficiently implemented
within the Protocol region, which is clearly not the case.

The ambitious policies proposed in the Stern and Gore
regimes have the opposite problem. They are inefficient be-
cause they impose too-large emissions reductions in the
short run. In other words, they do not take into account that
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an efficient emissions-control policy has an upward-sloping
ramp, as shown in Figures 5-4 and 5-5. Because the initial
emissions reductions are so sharp in the ambitious propos-
als, they impose much higher costs to attain the same envi-
ronmental objective.

Moreover, the results here incorporate an estimate of the
importance of participation for economic efficiency. Com-
plete participation is important because the cost function for
abatement appears to be highly convex. We preliminarily esti-
mate that a participation rate of 50 percent instead of 100 per-
cent will impose a cost penalty on abatement of 250 percent.

Similar issues arise for policies that use technological
standards in place of generalized market mechanisms. Two
prominent proposals are to ban coal-fired power plants and
to raise sharply fuel-economy standards for automobiles. Al-
though both of these industries will require major adjust-
ments if tight restraints are imposed on emissions, technology
standards are blunt and inefficient instruments. Calculations
of the carbon-tax equivalent of some fuel-economy proposals
indicate that they are far above the optimal carbon tax and
thereby impose larger costs than necessary to meet the same
objectives.

We can also think of participation in terms of whether
the entire economy is covered by an emissions-control strat-
egy. Many policies focus on small slices of the economy, such
as fuel-economy standards for the automobile industry. The
high costs of limited participation apply with equal force here.
For example, if half the economy with average emissions in-
tensities is exempted because of political concerns with, say,
farmers, the poor, labor unions, powerful lobbies, or interna-
tional competitiveness, then the cost of attaining a climatic
objective will also have a cost penalty of 250 percent. The con-
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cerns about participation apply within, as well as across,
countries.

The fourth point concerns the DICE-model projections
for GHG emissions and climate change. The DICE projections
for emissions show a different pattern from that of many
of the projections used by the IPCC. As shown in Figure 3-2,
the DICE-model baseline CO2 emissions are at the low end
of the SRES projections through 2030. However, after that
time, the SRES scenarios tend to stagnate, while the DICE-
model projections under a baseline, no-controls strategy con-
tinue to grow rapidly.

The DICE baseline temperature projections are in the
lower-middle end of the projections analyzed in the IPCC’s
Fourth Assessment Report. The IPCC Fourth Assessment
Report gives a best estimate of the global mean temperature
increase of between 1.8 and 4.0°C from 1980–1999 to
2090–2099. The DICE baseline yields a global mean tempera-
ture increase of 2.2°C over this same period.1

The fifth point is that the economic benefits of a low-
cost and environmentally benign backstop technology are
huge in terms of net impacts, averted costs, averted damages,
and benefit-cost ratio. We estimate that a low-cost technolog-
ical solution would have a net present value of around $17
trillion.

The sixth point involves an analysis of the Kyoto Proto-
col. The analyses in this book and several earlier studies indi-
cate that the current Kyoto Protocol is seriously flawed both
in its environmental rationale and in its economic impacts.
The approach of freezing emissions for a subgroup of coun-
tries is not related to a particular goal for concentrations, tem-
perature, or damages. As shown in Table 5-3, the different
versions of the Kyoto Protocol all pass a cost-benefit test.
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However, their net benefits are very small relative to other
policies. For example, as shown in Table 5-1, the current Ky-
oto Protocol (without the United States) has net benefits of
around $0.15 trillion, compared with $3.4 trillion for the effi-
cient policy. Moreover, once the inefficiencies of the different
versions of the Protocol are included, they are unlikely to pass
even the minimal cost-benefit test used here.

A different and more optimistic interpretation of the Ky-
oto Protocol is that it is an awkward first step on the road to a
more efficient international agreement on climate change. The
fact that the initial emissions reductions are low is not incon-
sistent with the results of this book, although the implementa-
tion is extremely inefficient. If we view the Kyoto glass as
one-quarter full rather than three-quarters empty, then there
are important changes that need to be incorporated to im-
prove its performance.

The seventh conclusion involves what we have called the
“ambitious proposals”—proposals associated with the Stern
Review, proposals of former Vice President Gore, and a recent
proposal from the German government. These proposals are
tilted toward early emissions reductions. Although the Stern
Review had no explicit target, it suggested that an 85 percent
global emissions reduction would be necessary to meet its
450 ppm target (see Stern 2007, figure 8.4, although there is
some ambiguity between CO2 concentrations and CO2-
equivalent concentrations). The 2007 Gore proposal for the
United States—a 90 percent reduction in CO2 emissions be-
low current levels—is even sharper. Similarly ambitious was
the 2007 German proposal to limit global CO2 emissions to
50 percent of 1990 levels by 2050.

Clearly, meeting these ambitious objectives would re-
quire sharp emissions reductions, but the timing induced by
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excessively early reductions makes the policies much more ex-
pensive than necessary. For example, the Gore and Stern pro-
posals have net costs of $17 trillion to $22 trillion relative to
no controls; they are more costly than doing nothing today.
The emissions target of the German proposal is close to that of
the Stern Review’s analysis, and the cost penalty is likely to be
similar. This conclusion does not mean that doing nothing
forever is preferable to these proposals. Rather, it implies that
it is not economically advantageous to undertake sharp emis-
sions reductions (such as reducing emissions 80 or 90 per-
cent) within the next two or three decades.

Eighth, we have undertaken a preliminary uncertainty
analysis. An important application of the uncertainty runs in-
vestigates the question of the risk properties of high-climate-
change outcomes. Should economies be risk averse to
outcomes where climate change is at the high end? The mod-
ern theory of risk and insurance holds that the risk premium
on different outcomes is determined by the correlation of a
risk with consumption in different states of the world. Our
calculations have uncovered a major paradox: High-climate-
change outcomes, as measured by temperature change, are
positively correlated with consumption. This leads to the par-
adoxical result that there is actually a negative risk premium
on high-climate-change states. This paradox arises because in
our calculations the uncertainty about total factor productiv-
ity growth (which is positively correlated with consumption)
outweighs the uncertainties of the climate system and the
damage function (which are negatively correlated with con-
sumption).

Ninth, the size and scope of the interventions in the en-
ergy market from the climate policies analyzed here should
not be underestimated. Figure 5-11 shows carbon revenue
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transfers as a percentage of total consumption for different
policies and periods. The revenue transfers are the total dol-
lars transferred from consumers to producers (if permits are
allocated to producers) or to governments (if constraints are
imposed through efficient carbon taxes). The redistribution of
income is a substantial fraction of world consumption, partic-
ularly for the ambitious plans. For these, transfers or taxes
would be about 2 percent of world consumption in the near
term. For example, an emissions reduction of 50 percent in
2015 is estimated to require a carbon tax of around $300 per
ton of carbon, which would yield a total transfer of around
$1,500 trillion globally from consumers. Although such
amounts are not unheard of in extreme fiscal circumstances
such as wartime, they require a fiscal mobilization not nor-
mally seen. The transfers in the optimal or climate-limit pro-
grams rise gradually to around 1 percent of consumption,
which is itself a major change in fiscal structure. Given the
squawks that often arise from relatively small tax or price in-
creases, even a modest program like the economic optimum is
likely to prove politically arduous.

As a final point, we have examined the relative advan-
tages of price-type approaches like carbon taxes and quantity-
type approaches such as are used in the Kyoto Protocol. Many
considerations enter into the balance. One advantage of price-
type approaches is that they can more easily and flexibly inte-
grate the economic costs and benefits of emissions reductions,
whereas the approach in the Kyoto Protocol has no dis-
cernible connection with ultimate environmental or eco-
nomic goals. This advantage is emphatically reinforced by the
large uncertainties and evolving scientific knowledge in this
area. Emissions taxes are more efficient in the face of massive
uncertainties because of the relative linearity of the benefits
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compared with the costs. A related point is that quantitative
limits will produce high volatility in the market price of car-
bon under an emissions-targeting approach. In addition, a tax
approach can capture the revenues more easily than quantita-
tive approaches, and a price-type approach will therefore
cause fewer additional tax distortions. The tax approach also
provides less opportunity for corruption and financial fi-
nagling than quantitative limits because the tax approach cre-
ates no artificial scarcities to encourage rent-seeking behavior.

Carbon taxes appear to be disadvantageous because they
do not impose hard constraints on emissions, concentrations,
or temperature change. However, this is largely an illusory
disadvantage. There are great uncertainties about what emis-
sions or concentrations or temperature would actually lead
to the dangerous interferences—or even if there are danger-
ous interferences. The key question is: Which of the policy
approaches would allow flexibility in changing policies as new
evidence becomes available? Would it would prove easier to
make periodic large adjustments to incorrectly set harmo-
nized carbon taxes or to incorrectly negotiated emissions
limits? The relative flexibility of these mechanisms is an open
research question.

We suggest that a hybrid approach, which we call “cap-
and-tax,” might combine the strengths of both quantity and
price approaches. An example of a hybrid plan would be a tra-
ditional cap-and-trade system combined with a base carbon
tax and a safety valve available at a penalty price. For example,
the initial carbon tax might be $30 per ton of carbon, with
safety-valve purchases of additional permits available at a
50 percent premium.

The major message about policy instruments is the fol-
lowing: As policymakers search for more effective and efficient
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ways to slow dangerous climatic change, they should consider
the possibility that price-type approaches like harmonized
taxes on carbon are powerful tools for coordinating policies
and slowing global warming.

The summary message of this book is that climate
change is a complex phenomenon, subject to great uncer-
tainty, and changes in our knowledge occur virtually daily.
Climate change is unlikely to be catastrophic in the near term,
but it has the potential for serious damages in the long run.
There are big economic stakes in designing efficient ap-
proaches. The total discounted economic damages with no
abatement are on the order of $23 trillion. These damages can
be significantly reduced by well-designed policies, but poorly
designed ones, like the current Kyoto Protocol, are unlikely to
make a dent in the damages, will have substantial costs, and
may cool enthusiasm for more efficient approaches. Similarly,
overly ambitious projects are likely to be full of exemptions,
loopholes, and compromises and may cause more economic
damage than benefit.

In the author’s view, the best approach is one that gradu-
ally introduces restraints on carbon emissions. One particu-
larly efficient approach is internationally harmonized carbon
taxes—ones that quickly become global and universal in
scope and harmonized in effect. A sure and steady increase in
harmonized carbon taxes may not have the swashbuckling
romance of a crash program, but it is also less likely to be
smashed on the rocks of political opposition and compro-
mise. Slow, steady, universal, predictable, and boring—these
are probably the secrets for successful policies to combat
global warming.
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Appendix: Equations of the 
DICE-2007 Model

This appendix presents the major equations in the DICE-2007
model. We omit unimportant equations such as initial condi-
tions. For the full set of equations, see the GAMS program
available online at http://www.econ.yale.edu/~nordhaus/
homepage/DICE2007.htm.

Model Equations

(A.1)

(A.2) R(t) � (1 � �)�t

(A.3) U[c(t), L(t)] � L(t)[c(t)1��/(1 � �)]

(A.4) Q(t) � �(t)[1 � �(t)]A(t)K(t)�L(t)1��

(A.5) �(t) � 1/[1 � �1TAT(t) � �2TAT(t)2]

(A.6) �(t) � �(t)�1(t)�(t)�2

W
T

= ∑ u[c(t),L(t)]R(t) 
t=

max

1

_
_
_
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(A.7) Q(t) � C(t) � I(t)

(A.8) c(t) � C(t)/L(t)

(A.9) K(t) � I(t) � (1 � �K)K(t � 1)

(A.10) EInd(t) � 	(t)[1 � �(t)]A(t)K(t)�L(t)1��

(A.11)

(A.12) E(t) � EInd(t) � ELand(t)

(A.13) MAT(t) � E(t) � �11MAT(t �1) � �21MUP(t �1)

(A.14) MUP(t) � �12MAT(t �1) � �22MUP(t �1) �

�32MLO(t �1)

(A.15) MLO(t) � �23MUP(t �1) � �33MLO(t �1)

(A.16) F(t) � �{log2[MAT(t)/MAT(1750)]}� FEX(t)

(A.17) TAT(t) � TAT(t �1) � �1{F(t) � �2TAT(t �1)
� �3[TAT(t �1) �TLO(t �1)]}

(A.18) TLO(t) �TLO(t �1) ��4{TAT(t �1) �TLO(t �1)]}

(A.19) �(t) � 
(t)1 � �2

Variable Definitions and Units (Endogenous
Variables Marked with Asterisks)

A(t) � total factor productivity (productivity units)

*c(t) � capita consumption of goods and services (2005 U.S.
dollars per person)

*C(t) � consumption of goods and services (trillions of 2005
U.S. dollars)

ELand(t) � emissions of carbon from land use (billions of met-
ric tons of carbon per period)

CCum E (t)Ind

t

T

≤
=
∑

0

max
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*EInd(t) � industrial carbon emissions (billions of metric tons
of carbon per period)

*E(t) � total carbon emissions (billions of metric tons of car-
bon per period)

*F(t), FEX(t)  total and exogenous radiative forcing (watts
per square meter from 1900)

*I(t) � investment (trillions of 2005 U.S. dollars)

*K(t) � capital stock (trillions of 2005 U.S. dollars)

L(t) � population and labor inputs (millions)

*MAT(t), MUP(t), MLO(t) � mass of carbon in reservoir for at-
mosphere, upper oceans, and lower oceans (billions of metric
tons of carbon, beginning of period)

*Q(t) � net output of goods and services, net of abatement
and damages (trillions of 2005 U.S. dollars)

t � time (decades from 2001–2010, 2011–2020, . . . )

*TAT(t), TLO(t) � global mean surface temperature and tem-
perature of lower oceans (°C increase from 1900)

*U[c(t), L(t)] � instantaneous utility function (utility per
period)

*W � objective function in present value of utility (utility
units)

*�(t) � abatement-cost function (abatement costs as fraction
of world output)

*�(t) � emissions-control rate (fraction of uncontrolled
emissions)

*�(t) � damage function (climate damages as fraction of
world output)
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*
(t) � participation rate (fraction of emissions included in
policy)

*�(t) � participation cost markup (abatement cost with in-
complete participation as fraction of abatement cost with
complete participation)

*	(t) � ratio of uncontrolled industrial emissions to output
(metric tons of carbon per output in 2005 prices)

Parameters

� � elasticity of marginal utility of consumption (pure number)

CCum � maximum consumption of fossil fuels (billions of
metric tons of carbon)

� � elasticity of output with respect to capita (pure number)

�k � rate of depreciation of capital (per period)

R(t) � social time preference discount factor (per time period)

Tmax � length of estimate period for model (60 periods � 600
years)

� � temperature-forcing parameter (°C per watts per meter
squared)

�11, �12, �21, �22, �23, �32, �33 � parameters of the carbon
cycle (flows per period)

�1, �2 � parameters of damage function

� � pure rate of social time preference (per year)

�1(t), �2 � parameters of the abatement-cost function
�1, �2, �3, �4� parameters of climate equations (flows per
period)
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Note on Time Period

The current model runs on 10-year time-steps. Variables are
generally defined as flow per year, but some variables are in
flow per decade. The transition parameters are generally de-
fined per decade. Users should check the GAMS program to
determine the exact definition of the time-steps.
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Notes

Introduction

1. The earlier versions were published in a series of studies and books.
The central descriptions were Nordhaus 1979, Nordhaus and Yohe 1983,
Nordhaus 1994, and Nordhaus and Boyer 2000.

Chapter II
Background and Description of the DICE Model

1. Extensive discussions on this subject are contained in reports by
the IPCC, especially IPCC 2007b.

2. See European Commission 2006 and Klepner and Peterson 2005.
For analysis of the structure and effects, see Ellerman and Buchner 2007,
Convery and Redmond 2007, and Kruger, Oates, and Pizer 2007.

3. This was projected in early studies by Nordhaus and Boyer 1999,
Nordhaus 2001, Manne and Richels 1999, and MacCracken et al. 1999. The
same basic results have been confirmed in this book, as discussed in Chap-
ter 5.

4. For reference purposes, this study uses the DICE-2007.delta.v8 ver-
sion. Details on the revisions, with sources and methods, are provided in
a document available at http://www.econ.yale.edu/~nordhaus/homepage/
DICE2007.htm.

_
_
_
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Chapter III 
Derivation of the Equations of the DICE-2007 Model

1. United Nations, Department of Social and Economic Affairs 2004
shows the U.N. series, while the new IIASA projections were made available
by Lutz 2007.

2. International Monetary Fund 2006. We apply a downward adjust-
ment of 35 percent for China to reflect the likelihood that the Chinese PPP
GDP is overestimated.

3. The basic description of the damages model is in Nordhaus and
Boyer 2000.

4. The abatement-cost function is calibrated to a survey of estimates
of abatement-cost functions, as well as estimates made by the MiniCam
(Edmonds 2007). See the discussion later in this chapter for a further
description.

5. MAGICC 2007. According to results reported in IPCC 2007b,
p. 809, the estimated temperature sensitivity of the MAGICC model with the
standard carbon cycle is slightly higher than the mean for the Atmosphere-
Ocean General Circulation Models (AOGCMs) for all the SRES scenarios.
For the A2 scenario, for example, the reported global temperature increase
in 2090 to 2099 relative to the 1980 to 1999 average is about 0.2°C higher for
MAGICC than the mean for the AOGCMs. It is unclear, however, whether
the software available for this book corresponds exactly to that used for the
IPCC calculations.

6. MAGICC 2007. For details on the calibration, see “Accompanying
Notes and Documentation on Development of DICE-2007 Model” (Nord-
haus 2007a).

7. See Brooke et al. 2005.
8. Details on the revisions with sources and methods are contained in

“Accompanying Notes and Documentation on Development of DICE-2007
Model” (Nordhaus 2007a).

9. A full discussion of the issues involved in the use of purchasing-
power-parity versus market exchange rates is contained in Nordhaus 2007b.

10. See IPCC 2001b for the IPCC study. I am grateful to Jeff Sachs for
pointing out this problem, and to Jae Edmonds and John Weyant for assis-
tance in calibrating the new function.

11. IPCC 1996.
12. Manne and Richels 1992, Nordhaus and Popp 1997, Nordhaus

and Boyer 2000, Nordhaus 1994, Peck and Teisberg 1993, Hope 2006, and
Webster 2002.
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Chapter IV 
Alternative Policies for Global Warming

1. Twenty-five periods is an arbitrary length chosen to minimize
computational problems. There is essentially no difference if the no-controls
period is 250 years or longer. For example, using a no-controls period of
350 years has an additional net present-value cost of $4 billion (0.0002 per-
cent of discounted income), and the initial value of the Hotelling rents is
identical to the fourth significant digit.

2. See United Nations 2007.
3. See Oppenheimer 1998 and Oppenheimer and Alley 2004.
4. See, for example, Keller et al. 2005.
5. For a recent discussion, see Füssel et al. 2003, which also calculates

emissions trajectories that would keep climate safely beneath a temperature
trajectory that might trigger changes in thermohaline circulation. All runs
of DICE-2007 are well below the trigger trajectory.

6. See Wigley, Richels, and Edmonds 1996.
7. The analysis of participation is contained in Chapter 6.
8. See the articles in Weyant and Hill 1999.
9. See Stern 2007, as well as Cline 1992.
10. This was widely reported, for example, in Congressional Quar-

terly 2007.
11. Gore 2007.
12. National Academy of Sciences 1992, p. 460. The National Acad-

emy report describes a number of options that provide the theoretical
capability of unlimited offsets to the radiative effects of GHGs at a cost of
less than $1 per ton of carbon (see National Academy of Sciences 1992,
chap. 28).

13. An excellent survey is contained in Keith 2000. An advocacy doc-
ument is contained in Teller, Wood, and Hyde 1997. See Govindasamy,
Caldeira, and Duffy 2003 for some geophysical considerations.

Chapter V
Results of the DICE-2007 Model Runs

1. See the articles in Weyant and Hill 1999.
2. “Peer-reviewed estimates of the SCC for 2005 have an average

value of US $43 per tonne of carbon (tC) (i.e., US $12 per tonne of carbon
dioxide) but the range around, this mean is large. For example, in a survey

Notes to Pages 68–91 213
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of 100 estimates, the values ran from US $ �10 per tonne of carbon (US
$ �3 per tonne of carbon dioxide) up to US $350/tC (US $95 per tonne of
carbon dioxide).” See IPCC 2007a, p. 17.

3. The modeling runs assume that emissions reductions occur ac-
cording to the Kyoto Protocol in 2008–2010. The specific plans analyzed are
assumed to begin in the second full model period, 2011–2020.

4. This simplified version was derived in Nordhaus 1991, equation
(9). This approximation is just that because the shortcut derivation makes
many simplifying assumptions.

Chapter VI
The Economics of Participation

1. Although the DICE-model functional form for abatement costs
leads to a particularly neat solution for the costs of nonparticipation,
the key assumption is actually the separation into harmonized participating
and nonparticipating regions. Even if the functional form were not log-
linear, as is assumed and seen in the text, the basic relationship would be
similar and would depend on the average degree of convexity in the relevant
range if the separation of countries and industries is as assumed.

2. Many disaggregated models have compared the cost of incomplete
participation to global trading of the kind summarized here. Estimates are
generally in the range of 2.1 to 4.1 times the cost of complete participation,
depending upon the model, disaggregation, and time horizon. See Weyant
and Hill 1999 for a discussion.

3. This approach was independently and previously suggested to me
by Robert Stavins, and a discussion is contained in Aldy, Barrett, and
Stavins 2003. The Bush proposal is presented in White House 2007. The
Bush initiative is described as follows: “The proposal seeks to bring together
the world’s top greenhouse gas emitters and energy consumers. In creating a
new framework, the major emitters will work together to develop a long-
term global goal to reduce greenhouse gases. Each country will work to
achieve this emissions goal by establishing its own ambitious mid-term
national targets and programs, based on national circumstances. They will
ensure advancement towards the global goal with a review process that as-
sesses each country’s performances.” This was described by Jim Con-
naughton, chairman of the Council on Environmental Quality, as “a
long-term aspirational goal.”

214 Notes to Pages 91–121
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Chapter VII
Dealing with Uncertainty in Climate-Change Policy

1. This result about the relationship between the expected-value and
the best-guess results differs from many earlier studies. The major reason is
that a nonlinearity is found in similar studies but not in this book because
earlier studies often include uncertainty about interest rates or the rate of
time preference. In the author’s view, these are inappropriate uncertain vari-
ables in this context because they are either endogenous (for interest rates) or
a taste variable (for time preference) rather than an uncertainty about tech-
nology or nature. In the uncertainty runs presented here, there is consider-
able uncertainty about the long-run real interest rate on goods, reflecting
uncertainty about the growth in per capita consumption, so the determi-
nants of the uncertainty about interest rates are already implicitly included.
Uncertainty about preferences is a different matter. There is no obvious in-
terpretation of uncertainty about preferences such as the time discount rate,
and it is for this reason that uncertainty about preferences is excluded. To
include uncertainty about tastes in a decision-theoretic framework would
require some kind of metataste that evaluates the different taste outcomes.

2. See Merton 1969.
3. See National Research Council, Committee on Abrupt Climate

Change 2002 for a review of the science and the societal implications.
4. IPCC 2007b, p. 752.
5. Ibid., chap. 6.
6. See “Polar Science” 2007 for a review of the major findings. See

particularly the review in Shepherd and Wingham 2007.
7. IPCC 2007b, p. 776.
8. Ibid., p. 777.
9. See Tol 2003.
10. See Weitzman 2007a.
11. A skeptical review of Weitzman’s results is contained in Nordhaus

2007c.

Chapter VIII
The Many Advantages of Carbon Taxes

This chapter is a revised version of Nordhaus 2007e.
1. This distinction is drastically simplified. For a nuanced discussion

that includes variants and hybrids, see Aldy, Barrett, and Stavins 2003 and
the many references and proposals therein.
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2. See Cooper 1998, Pizer 1998, Victor 2001, and Aldy, Barrett, and
Stavins 2003.

3. See McKibbin and Wilcoxen 2002 and Aldy, Barrett, and Stavins
2003.

4. See Pizer 1999, as well as Hoel and Karp 2001.
5. See Goulder, Parry, and Burtraw 1997 and Goulder and Bovenberg

1996.
6. See Sachs and Warner 1995 and Torvik 2002.
7. See the pioneering study on ecological taxes in Weizsäcker and

Jesinghaus 1992.
8. From a technical point of view, the hybrid plan sketched here is a

special case of a nonlinear environmental tax, in which the tax is a function
of economic or environmental variables.

Chapter IX
An Alternative Perspective: The Stern Review

This chapter is a revised version of Nordhaus 2007d.
1. The printed version is Stern 2007. Also, see the electronic edition

provided in the references at UK Treasury 2006. It is assumed that the
printed version is the report of record, and all citations are to the printed
version. The printed version contains a “Postscript” that is in part a re-
sponse to early critics, including a response to the November 17, 2006, draft
of this review.

2. Stern 2007, p. xv.
3. This strategy is a hallmark of virtually every study of intertemporal

efficiency in climate-change policy. It was one of the major conclusions in a
review of integrated assessment models: “Perhaps the most surprising result
is the consensus that given calibrated interest rates and low future economic
growth, modest controls are generally optimal” (Kelly and Kolstad 1999).
This result has been found in all five generations of the Yale/DICE/RICE
global-warming models developed over the 1975–2007 period. For an illus-
tration of the ramp, see Figures 5-4 and 5-5.

4. For a recent warning, see Hansen et al. 2006.
5. An early precursor of the Stern Review is the study by Cline (1992).

Cline’s analysis of discounting was virtually identical to that in the Stern
Review.

6. A large body of commentary on the Stern Review has been pub-
lished. A critical discussion of key assumptions is provided in Tol and Yohe
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2006 and Mendelsohn 2006. A particularly useful discussion of discounting
issues is contained in Dasgupta 2006. An analysis that focuses on the ex-
treme findings of the Stern Review is Seo 2007. A discussion of ethics is in
Beckerman and Hepburn 2007. A sensitivity analysis of the ethical parame-
ters with much the same message as this chapter is Mityakov 2007. A wide-
ranging attack on various elements is contained in Carter et al. 2006 and
Byatt et al. 2006. Insurance issues and discounting are discussed in Gollier
2006 and Weitzman 2007b.

7. UK Treasury 2006.
8. UK Joint Intelligence Committee 2002.
9. Stern 2007, p. 530.
10. Arrow et al. 1996.
11. Many of the issues involved in discounting, particularly relating

to climate change, are discussed in the different studies in Portney and
Weyant 1999. A useful summary is contained in Arrow et al. 1996. A discus-
sion of the philosophical aspects of Ramsey’s approach is contained in Das-
gupta 2005.

12. See Ramsey 1928, Koopmans 1965, and Cass 1965. Most ad-
vanced textbooks in macroeconomics develop this model in depth.

13. Stern 2007, p. 60.
14. The phrase is due to Sen and Williams 1982, p. 16, in which they

describe Government House utilitarianism as “social arrangements under
which a utilitarian elite controls a society in which the majority may not it-
self share those beliefs.” Dasgupta (2005) discusses Government House
ethics in the context of discounting.

15. Koopmans 1965. Zero discounting leads to deep mathematical
problems such as nonconvergence of the objective function and incom-
pleteness of the functional.

16. Many of the concerns in the following paragraphs are discussed in
the attacks and defenses of utilitarianism in Sen and Williams 1982.

17. This is the spirit of the study of Phelps and Pollak (1968).
18. The interpretation of the divergence between the rate of return on

capital and the risk-free rate raises an issue in this context. If we assume that
this gap is determined in markets as a systematic premium on risky assets,
then we need to investigate the risk characteristics of investments in climate
change. The discussion here assumes that climatic investments share the
risk properties of other capital investments. If they were shown to have
more or less systematic risk, then the risk premium on climatic investments
would need to be appropriately adjusted. This question is addressed in
Chapter 7 on the risk properties of high-climate change scenarios.
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19. The discussion of the consumption elasticity is contained in the
appendix to chapter 2 of the Stern Review (Stern 2007). Note as well that
since the consumption elasticity is a parameter that reflects social choices
about consumption inequality across generations, it cannot automatically
be derived from individual preferences or risk aversion.

20. This point was emphasized by Dasgupta (2006).
21. Stern 2007, figure 6.5d, pp. 178 and 177.
22. Ibid., box 6.3, pp. 183–185.
23. A simplified derivation of this result is as follows. For this deriva-

tion, assume that the rate of growth of consumption is constant at g, that
population is constant, that initial consumption is C(0), and that the Ram-
sey equation holds with the Stern Review’s parameters. In this case, the
growth corrected discount rate is � r � g � 0.001 per year. The wrinkle as-
sumes that there are damages equal to a constant fraction � � 0.001 of con-
sumption starting 200 years in the future. Using linear utility, the present
value of the damages from the wrinkle is

�
�

200
�C(t)e��tdt��C(0)e��200 ���C(0)0.818  .001�0.818 C(0).

For linear utility, the wrinkle has a present value of 81.8 percent of
one year’s current consumption. The number in the text is lower because of
the curvature of the utility function.

24. Stern 2007, p. 344 ($85 per ton of carbon dioxide and in 2000
prices).

25. Hope 2006.
26. Mityakov 2007.

Chapter X
Summary and Conclusions

1. IPCC 2007b, p.13.
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Preface 

The California Energy Commission’s Public Interest Energy Research (PIER) Program supports 
public interest energy research and development that will help improve the quality of life in 
California by bringing environmentally safe, affordable, and reliable energy services and 
products to the marketplace. 

The PIER Program conducts public interest research, development, and demonstration (RD&D) 
projects to benefit California’s electricity and natural gas ratepayers. The PIER Program strives 
to conduct the most promising public interest energy research by partnering with RD&D 
entities, including individuals, businesses, utilities, and public or private research institutions. 

PIER funding efforts focus on the following RD&D program areas: 

• Buildings End-Use Energy Efficiency 
• Energy-Related Environmental Research 
• Energy Systems Integration  
• Environmentally Preferred Advanced Generation 
• Industrial/Agricultural/Water End-Use Energy Efficiency 
• Renewable Energy Technologies 
• Transportation 

In 2003, the California Energy Commission’s PIER Program established the California Climate 
Change Center to document climate change research relevant to the state. This center is a 
virtual organization with core research activities at Scripps Institution of Oceanography and the 
University of California, Berkeley, complemented by efforts at other research institutions. 
Priority research areas defined in PIER’s five-year Climate Change Research Plan are: 
monitoring, analysis, and modeling of climate; analysis of options to reduce greenhouse gas 
emissions; assessment of physical impacts and of adaptation strategies; and analysis of the 
economic consequences of both climate change impacts and the efforts designed to reduce 
emissions. 

The California Climate Change Center Report Series details ongoing center-sponsored 
research. As interim project results, the information contained in these reports may change; 
authors should be contacted for the most recent project results. By providing ready access to 
this timely research, the center seeks to inform the public and expand dissemination of climate 
change information, thereby leveraging collaborative efforts and increasing the benefits of this 
research to California’s citizens, environment, and economy. 

For more information on the PIER Program, please visit the Energy Commission’s website 
www.energy.ca.gov/pier/ or contract the Energy Commission at (916) 654-5164. 
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Abstract 

Ecosystem services are the goods and services—fresh water, soil, biological and genetic 
diversity, crop pollination, carbon sequestration, climate stabilization, and recreation—that 
people obtain from intact, natural systems. Ecosystem services play a crucial role in sustaining 
human well-being and economic viability in California. Californians benefit substantially from 
the delivery of an array of ecosystem services for which substitutes are costly or completely 
unavailable. Climate change is likely to substantially alter or even eliminate certain ecosystem 
services. To better understand the consequences of climate change and to develop effective 
means of adapting, it is critical that we improve our understanding of the links between climate, 
ecosystems, and the economic value of ecosystem services. This report projects the impact of 
future climate change on the natural provision of four key ecosystem services in California 
(carbon sequestration, forage production, water for instream flows for salmon, and snow 
recreation) and biodiversity, and the resulting change in market and non-market value of each 
service. Under most scenarios of climate change, the provision of all four ecosystem services 
will decline, leading to a decline in the economic output and well-being for the state. The report 
also reveals that our scientific understanding of the links between climate, ecosystems, and 
economic value is still poorly developed for California. A comprehensive research program 
focused on developing models and estimating the impacts of climate change on ecosystem 
services in California will be an important tool for reversing current and future losses in the 
economic value of our natural ecosystems. 

 

 

Keywords: climate change, ecosystem service, valuation, carbon sequestration, biodiversity  
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1.0 Introduction 

1.1. Background and Overview 
The United Nations’ Millennium Development Goals and the Millennium Ecosystem 
Assessment highlight the enormous value of the goods and services people obtain from 
ecosystems and the crucial role these services play in sustaining economic viability 
(MA 2005 a, b). Ecosystems generate a variety of goods and services important for human well-
being, collectively called ecosystem services. Ecosystem services are categorized into four types: 
provisional services (e.g., food, timber, medicines, water and fuels), regulating services (e.g., 
water purification and carbon sequestration), supporting services (e.g., climate regulation and 
nutrient cycling), and cultural services (e.g., aesthetic values and sense of place) (MA 2005 a,b). 
These ecosystem goods and services generate value when they are enjoyed directly by people 
(e.g., eating fish) or indirectly when they support the production and quality of other things 
people enjoy (e.g., instream flows support fish). Climate change is likely to affect the 
abundance, production, distribution, and quality of ecosystem services throughout the State of 
California including the delivery of abundant and clean water supplies to support human 
consumption and wildlife, climate stabilization through carbon sequestration, the supply of fish 
for commercial and recreational sport fishing. For example, as described in this report, areas of 
the state suitable for forage production to support cattle grazing in natural areas could shift as 
some parts of the state become too dry to support forage and others become wetter. The ability 
of the State’s forests to sequester carbon and support climate stabilization could be hindered as 
productivity decreases and fires increase. And increased water temperatures in streams due to a 
decrease in provision of fresh water could seriously reduce salmon reproduction and 
subsequently reduce the number of salmon available for commercial and recreational harvest. 
Also, areas of the state suitable for forage production to support cattle grazing in natural areas 
could shift as some parts of the state become too dry to support forage and others become 
wetter. All of these ecosystem services have economic value and that value and its distribution 
is likely to changes under a changing climate.  

But even without climate change, we have consistently failed to properly value the economic 
contribution of ecosystem services, many of our natural resource decisions have resulted in the 
loss of these key services and subsequently the loss of the economic values they support. The 
problem occurs not just in California, but worldwide and is, in part, responsible for a loss of 
intact ecosystems at the rate of 1% per year. Indeed, 60% of all ecosystem services derived  
from those ecosystems have been significantly degraded at great financial and human cost 
(MA 2005 a,b).  

Climate change is likely to exacerbate further the loss of ecosystems and the services they 
support. The effect of climate change on ecosystems and species has been well-documented for 
terrestrial ecosystems but less so for aquatic and marine ecosystems. Already, there are 
observable impacts of climate change on terrestrial ecosystems in North America, including 
changes in the timing of growing season length, phenology, primary production, and species 
distributions and diversity (Walther 2002; Parmesan 2003). Evidence from two analyses (143 
studies, Root 2003; 1700 species, Parmesan 2003) and a synthesis (866 studies, Parmesan 2006) 
on a broad array of species and ecosystems suggests that there is a significant impact of recent 
climatic warming in the form of long-term, large-scale alteration of animal and plant 
populations (Root 2006; Parmesan 2003; Root 2003). If clear climatic signals are detectable above 
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the background of climatic and ecological noise from a 0.6°C (1.1°F) increase in global mean 
temperature, by 2050 the impacts on ecosystems will be dramatic (Root 2006).  

While ecosystems have always changed over time, the ecosystem effects of climate change are 
likely to be made more severe by the dramatic loss of natural areas we have experienced in the 
half century. Natural area loss is a primary factor leading to the decline in many important 
ecosystem services worldwide (MA 2005 a, b), particularly the loss of terrestrial biodiversity 
(Wilcove et al. 1998; Wilson 1988). As human activity has expanded, the extent of natural habitat 
has become smaller and more fragmented. Habitat fragmentation and loss is likely to continue 
because only modest efforts have been made to protect intact ecosystems. To date only 6.1% of 
land globally, and 15% in California, is designated as in some kind of protected status such as 
wilderness area, national parks, national monuments, or wildlife refuges (IUCN Categories I-V, 
UNEP-WCMC 2004)—an amount insufficient to sustain biodiversity or to adequately protect 
ecosystem services for people into the future. Further, climate and land-use changes alter 
ecological systems at such a rate that establishing relatively permanent boundaries of protected 
areas will fail to provide protection for biodiversity and ecosystem services in general. To 
compound the threat, California’s ecosystems and the services they provide are also unusually 
vulnerable to future climatic change because the geographic boundaries of ecosystems are 
tightly constrained by topographic features such as mountains and coastlines. Human 
fragmentation of ecosystems further constrains the natural movement of species and the 
succession and natural geographic shifting of ecosystems over time (Snyder et al. 2002).  

If California ecosystems change dramatically as a result of climate change, the direct value we 
enjoy from the ecosystem services they produce also will change, in some cases dramatically. 
This study focuses on a subset of ecosystem services in California, for which we have 
reasonably good information, and estimates the impacts of climate change on their production 
and value. To date, we lack a completely developed understanding of the many ways in which 
climate-driven ecosystem change is likely to affect the economic well-being of Californians and 
the contribution of ecosystems to the California economy. By focusing on those examples for 
which we do have some in-depth knowledge, we hope to show the potential magnitude of 
economic effects that could result from the impacts of climate change on ecosystems.  

Our discussions focus on both economic value and economic impact. In this case, economic value 
reflects the degree to which individuals (or society) have higher or lower economic well-being 
due to the effects of climate change. Economic value from the perspective of consumers of 
ecosystem services is measured as the amount that the consumer or society would be willing to 
pay to avoid a negative change in their economic well-being or how much they would be 
willing to pay to secure an improvement in their economic well-being. For producers, this value 
closely approximates their profits. For consumers of ecosystem services, the willingness to pay 
beyond the amount people actually pay is called “their consumer surplus.” Because many 
ecosystem services are available for free to people (e.g., the benefits enjoyed when trees remove 
carbon from the atmosphere and stabilize the climate) or at low cost (e.g., access to a 
recreational fishing opportunity), this consumer surplus often is referred to as a non-market 
value. We specifically consider the effect of climate change on the following economic values: 
the social cost and the market value of carbon sequestration, the profits associated with the 
production of natural forage, and the consumer surplus of skiing and salmon fishing. 
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Economic impact differs from economic value in that it represents the exchange of currency, 
costs, or revenues that may result from a change in ecosystem services. While these values do 
not reflect the “net” value of ecosystem services, they do reflect the economic activities 
(including jobs, taxes, and budget outlays) that are associated with the availability of ecosystem 
services. We examine the potential effects of climate change on the economic impacts associated 
with meeting the emissions reduction goal of California’s Assembly Bill 32 through a cap-and-
trade program (e.g., the market price of carbon), the gross revenues earned by the snow sports 
industry in California, and the gross revenues generated by the salmon commercial and 
recreational fisheries in California. 

We use these examples in the development of a framework for future research to consider the 
economic impacts of climate change, and adaptation to climate change, on California’s climate-
sensitive ecosystems. We hope this analysis serves to spur further research into the effects that 
climate change may have on ecosystem goods and services and ways to combat and adapt to 
these changes. 

1.2. Project Objectives 
The goal of this project was to assess the potential impacts of climate change on selected 
ecosystem services and their associated economic value in California. We look at four important 
ecosystem services for which we develop projections of the future effects of climate change. 
Specifically, we focus on the potential effects that climate change may have on two ecosystem 
services for which we have well-developed estimates of ecosystem change and economic value: 
(1) carbon sequestration, or the ability of terrestrial ecosystems to store carbon, and (2) forage 
production, or the production of natural forage by woodlands and grasslands for cattle. Second, 
we examine the potential effects that climate change may have on two ecosystem services for 
which we have only a preliminary understanding of the economic impact of these changes: (1) 
water quantity for instream flow for salmon production, or the effect of climate change on salmon 
spawning, and (2) water quantity for recreational skiing, or the effects of climate change on snow 
production and skiing. Third, we discuss other ecosystem services about which we currently 
lack quantitative models, but for which a better understanding may be critically important if we 
are to fully comprehend the economic consequences of climate change on California 
ecosystems. Finally, we discuss the impact of climate change on California’s rich biodiversity—
an ecosystem attribute that that underpins the production of many ecosystem services on which 
California depends. 

In this report, we first quantify the potential impacts of climate change on ecosystem services by 
determining, quantitatively, the impact of climate change on the provision of four key 
ecosystem services and biodiversity in California. Because ecosystems and biodiversity are 
distributed in a heterogeneous way across the state, we use spatially explicit models to project 
the future patterns of terrestrial ecosystems in California and the production and values of 
ecosystem services related to carbon sequestration, forage production (an agricultural crop 
production), and hydrology (water quantity for instream flows). We examine these spatial 
changes for a future without climate change (neutral climate future) and for each of six future 
scenario combinations of two greenhouse gas emissions scenarios of climate change (low, 
optimistic B1 and high, business-as-usual A2) and three general circulation models (the Parallel 
Climate Model [PCM] which projects a warm and wet future; the Geophysical Fluid Dynamics 
Laboratory [GFDL] model and the Community Climate System Model, version 3 [CCSM3] 
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which both project hot and dry future). By driving these spatially explicit models with six 
scenario combinations, we effectively bracket how ecosystem service production and 
biodiversity are likely to change over time across the many regions of the state under future 
climate change. In doing so, these models help to highlight areas of particular importance and 
areas for which the impacts of climate change may be large. The terrestrial ecosystem models 
incorporate the effects of change in atmospheric temperature, precipitation, and human use 
patterns and growth. By taking this spatial approach we also can demonstrate how multiple 
ecosystem services may coincide, providing a better view of which landscapes are more 
productive and valuable and which are degraded, now and in the future. 

We build upon these spatial projections of ecosystem service production by attempting to place 
an economic value on these ecosystem changes. For carbon sequestration and forage 
production, we use a growing literature on values to project the potential economic impacts 
caused by climate change. For instream flows and snow production for recreation, we have only 
a partial understanding of how changes in these services will affect economic value. For these 
ecosystem services, we provide an overview of the current economic value of these activities 
and discuss how these activities are likely to change due to climate-related changes in 
environmental conditions and precipitation. Finally, we discuss other changes in other 
ecosystem services and biodiversity, but we do not attempt to place a dollar figure to these 
changes because there is little agreement in the literature about how to do so. Throughout, we 
treat each of these services as if they occur in isolation from all other services. In fact, 
ecosystems are networks of stocks, flows, and services that cross boundaries of both space and 
time. Our research is intended as a launching point for future, comprehensively integrated 
research, on the potential impacts of ecosystem change on the productivity and sustainability of 
the California economy and the economic well-being of Californians. 

1.3. Organization  
This main body of this report, Chapter 2, provides an overview of the climate change models 
and data , dynamic global vegetation modeling, species distribution modeling, water provision 
modeling, forage production modeling, and the valuation modeling for each service.  

We divide Chapter 2 into 3 sections: 2.1 Climate Change Models, the 2.2 Effects of Climate 
Change on Vegetation, and 2.3 Ecosystem Service Modeling and Valuation. Section 2.3 
examines the potential economic impacts that may result due to the impact of climate change on 
ecosystem services. In Section 2.3.1, we provide two case studies of estimates of change for 
ecosystem services and values (carbon sequestration and forage), in Section 2.3.2 we examine 
two case studies estimates of ecosystem changes with a discussion of the potential economic 
value at risk (instream values for salmon and snowpack for skiing and recreation), and in 
Section 2.3.3 we provide a discussion of other important ecosystem services and values that are 
likely to change substantially due to climate change.  

Chapter 3 provides a synthesis of our findings, their implication for California in the future, and 
recommends future steps for California’s natural resource management in the face of climate 
change. 
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2.0 Project Methods: Estimating Climate-Related Changes 
in Ecosystem Services 

2.1. Climate Change Models 
2.1.1. Projecting Climate Change 
General Circulation Models  
To explore the range of impacts on California ecosystem services projected under multiple 
future climate scenarios, we consider the Intergovernmental Panel for Climate Change’s 
(IPCC’s) high (A2) versus low (B1) greenhouse gas emissions scenarios (IPCC 2007); and three 
atmospheric-oceanic general circulation models (AOGCMs): GFDL-CM2.1 (Delworth et al. 
2006), NCAR-CCSM3 (Collins et al. 2006, data only shown for carbon sequestration), and 
NCAR-PCM1 (Washington et al. 2000). The atmospheric-oceanic general circulation model data 
were statistically downscaled to 12 kilometer (km) resolution using the bias correction and 
spatial disaggregation (BCSD) method (Wood et al. 2004; Maurer and Hidalgo 2008; Hugo et al. 
2008). Each AOGCM was selected based upon strong regional performance in California 
(Cayan, pers. comm.) and were selected to bracket future projected extremes ranging from a 
warm, wet future (NCAR-PCM1) to hot, dry futures (GFDL-CM2.1, NCAR-CCSM3). The 
California Energy Commission provided data using two downscaling techniques: BCSD and 
Constructed Analogues (Maurer and Hidalgo 2008; Hugo et al. 2008). A recent analysis 
indicated that the two methods produce comparable results in downscaled precipitation and 
temperature at the monthly level (Maurer and Hidalgo 2008). Since the ecosystem service 
models require monthly data for input, we limited the analysis to the BCSD downscaling 
method to reduce the number of computationally intensive model runs.  

Study Area and Time Periods  
The terrestrial area of California was used as the study area for this analysis. To use the 
downscaled AOGCM data provided by the California Energy Commission, we subdivided the 
state into a grid of 1/8 degree cells (approximately 12 km on a side). The northwest corner of 
this grid is 42°N, 124.5°W and the southeast corner is 32.5°N, 114°W, giving the grid 76 rows 
and 84 columns. Of the 6,384 (= 76 x 84) cells in the grid, only 2,664 correspond to terrestrial 
locations in California. We summarized our results based on four thirty-year time periods; one 
historical time period (January 1961 to December 1990) and three future time periods (January 
2005 to December 2034, January 2035 to December 2064, and January 2070 to December 2099).  

Climate Data  
We used three sets of climatic data in this analysis: historical climate data generated from 
interpolating weather station data from 1895 to 2006 across the state; constructed climate neutral 
future based on historical trends from 2005 to 2099 (this climate neutral future is designed to 
simulate climatic conditions without further anthropogenic emissions); and projected future 
climate from the downscaled results of the AOGCMs from 2005 to 2099.  

Historical Climate Data 

The historical climate data were prepared by the PRISM climate-mapping group at Oregon 
State University (PRISM Group, www.prism.oregonstate.edu/). Eight-hundred meter grain 
climate data were resampled to the 12 kilometer grain study area grid using a Gaussian filter. 
Data from 1895 to 2006 for four variables were provided: average monthly minimum 
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temperatures (Tmin), average monthly maximum temperatures (Tmax), precipitation (ppt), and 
dewpoint temperature (Tdmean). 

Neutral Climate Future Data  

To generate changes in ecosystem services through 2099, we developed a set of neutral climate 
future with no further anthropogenic emissions derived from detrended historical data from 
1895 to 2006 with averages based on mean climate data from 1992 to 2006.  

Future Climate Scenarios Data  

We used downscaled Atmospheric-Oceanic General Circulation Model (AOGCM) climate 
variables include monthly values for Tmin, Tmax, and ppt from 2005 to 2099. To remove some of 
the AOGCM-specific biases, we generated climate departures or anomalies for each AOGCM 
and emissions scenario combination, using the 30-year neutral climate future period of record 
1960 to 1990. These departures were added to the historical 1960 to 1990 average monthly data 
to generate a time-series of simulated climate data starting in 2005. 

2.1.2. Projected Climatic Changes 
When averaged across the state, both minimum and maximum temperatures are projected to 
increase in all AOGCM and emissions scenario combinations in all time periods (Table 1). The 
projected maximum temperature increases range from 0.6°C to 1.3°C (1.1°F to 2.3°F) in the first 
time period (2005–2034); 0.8°C to 2.3°C (1.4°F to 4.1°F) in the second time period (2035–2064); 
and 1.5°C to 4.2°C (2.7°F to 7.6°F) in the final time period (2070–2099) (Figure 1). The projected 
patterns are similar for statewide minimum temperature increases. The GFDL and CCSM3 
models project similar amounts of warming, while the PCM1 model projects on average 1°C 
(1.8°F) less warming for each emissions scenario and time period. 

Table 1. State averages by time period, model, scenario, showing historical and 
projected future temperature and precipitation  

2005–2034 2035–2064 2070–2099 Scenario Model 
Min 

Temp 
(C) 

Max 
Temp 

(C) 

Precip-
itation 
(mm) 

Min 
Temp 

(C) 

Max 
Temp 

(C) 

Precip-
itation 
(mm) 

Min 
Temp 

(C) 

Max 
Temp 

(C) 

Precip-
itation 
(mm) 

1961–1990 6.8 21.3 52.3             
PCM1 7.3 21.9 58.4 7.6 22.2 55.4 8.4 22.9 55.7 
CCSM3 8.0 22.6 48.8 8.6 23.2 52.1 9.1 23.7 52.3 B1 
GFDL 8.0 22.6 53.9 8.8 23.3 51.4 9.3 23.9 47.3 
PCM1 7.3 21.9 53.9 8.0 22.6 53.4 9.4 23.8 54.1 
CCSM3 7.9 22.5 50.7 9.1 23.6 49.5 11.0 25.5 49.3 A2 
GFDL 8.2 22.7 52.5 8.9 23.5 51.3 11.1 25.5 43.0 
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Figure 1. Projected change in average annual maximum temperatures statewide by 
time period, scenario and climate model 
 

Projected precipitation changes are more variable across the six future scenario combinations 
than temperature. The PCM1 model projects a net increase in precipitation for all time periods 
and emissions scenarios, with a greater increase under the B1 emissions scenario (Figure 2). The 
CCSM3 model under the B1 emissions scenario projects a 6% decrease in precipitation during 
the 2030s, but this effect erodes to no projected change by the end of the century. CCSM3 also 
projects a consistent 3%–6% drop under the A2 emissions scenario. The GFDL model projects a 
slight increase in precipitation in the first time period under both emissions scenarios, but then 
drops to the greatest decrease in precipitation by 2070–2099. Under the A2 emissions scenario, 
GFDL projects an average of an 18% decline in precipitation across the state by the end of the 
century.  
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Figure 2. Projected change in average annual precipitation statewide by time 
period, scenario and climate model 

 

2.2. The Effects of Climate Change on Vegetation 
2.2.1. Dynamic Global Vegetation Model 
Ecosystem services are highly dependent on vegetation cover, type, and distribution. To project 
changes in vegetation distribution throughout California, we used the MC1 Dynamic Global 
Vegetation Model (MC1-DGVM) developed by the U.S. Forest Service (USFS) and Oregon State 
University at the Forestry Sciences Laboratory, Corvallis, Oregon. MC1 is a dynamic vegetation 
model that estimates the distribution of vegetation and associated carbon, nutrients, and water 
fluxes and stocks. It has been used previously to simulate potential vegetation shifts in 
California (Lenihan et al. 2003, 2008 a, b; Hayhoe et al. 2004) and Alaska (Bachelet et al. 2005), all 
of North America, and for the entire globe under various climate change scenarios 
(www.fsl.orst.edu/dgvm/). It consists of three modules that simulate the changes in the 
biogeography, biogeochemistry, and fire regime over time. The biogeography module simulates 
the potential lifeform mixture of evergreen needleleaf, evergreen broadleaf, deciduous 
broadleaf trees, and C3 and C4 grasses (Bachelet et al. 2003). The biogeochemistry module is a 
modified version of the CENTURY model (Parton et al. 1994), which simulates plant 
productivity, organic matter decomposition, and water and nutrient cycling (Bachelet et al. 
2004). The fire module (Lenihan et al. 2008b) simulates the occurrence, behavior, and effects of 
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fire. The fire module consists of several mechanistic fire behavior and effect functions 
(Rothermel 1972; Peterson and Ryan 1986; van Wagner 1993; Keane et al. 1997) embedded in a 
structure that provides two-way interactions with the biogeography and biogeochemistry 
modules (Lenihan et al. 2003). The model is used by the USFS to forecast fire probabilities and 
area burned, throughout the United States (www.fs.fed.us/pnw/mdr/mapss/fireforecasts). 

We ran MC1 model for both historical and future climate conditions and documented changes 
in (1) carbon stocks (leaves, branches, roots), (2) soil carbon content and moisture that describe 
carbon sequestration potential and water stress; (3) wildfire occurrence and impacts that 
estimate carbon losses and the changes in the recovery potential of the ecosystems if/when the 
fire regime changes; and (4) vegetation cover that will affect species range and extent and 
ecosystem service production. 

2.2.2. MC1-DGVM Input Data  
The MC1 model requires a monthly time series of four climate variables (Tmin, Tmax, ppt, and 
VPR). Vapor pressure is calculated using dewpoint temperatures.  

The MC1 model also requires elevation and several soil characteristics (soil depth, soil texture, 
bulk density and rock fragment content). We generated the mean elevation for each 12 km grid 
cell based on a finer scale (30 meter) digital elevation model created by the U.S. Geological 
Survey (USGS). The soil datasets were downloaded from the Soil Information site at 
Pennsylvania State University (www.soilinfo.psu.edu/index.cgi?soil_data&conus&data_cov). 
These are multi-layer soil characteristic data that are based on the U.S. Department of 
Agriculture (USDA) State Soil Geographic Database (SSURGO). Since the MC1 model requires 
“top, mid, and deep” soil layers (0–50 centimeters [cm], 50–150 cm, >150 cm), but the source 
datasets are divided into 11 layers, the layers were grouped and an average value calculated, 
with layers 1–6 corresponding to the first of three soil layers, 7–9 with the second and 10–11 
with the third. The raster datasets were then resampled to a 12 km resolution from the original 
1 km cell size, calculating a mean value for each 12 km grid cell for each of the three soil layers. 

2.2.3. MC1-DGVM Application 
We completed the four phases of model runs with MC1. The first phase is the “equilibrium” run 
that generates an initial potential vegetation map with associated carbon pools (e.g., carbon 
stocks in the soil, nitrogen stocks in plants) obtained after equilibrium is reached with long term 
climate and prescribed fire regimes. The second phase is the “spin-up” run which allows 
dynamic fire events and the establishment of a reasonable fire return interval given detrended 
historical climate time series. During the third or “historical” phase the model is run using 
uncorrected historical climate data. Finally, the neutral climate future and the six combinations 
of AOGCM and CO2 emissions scenario climate data are used in the fourth or “future” phase to 
project future changes. 

For the equilibrium runs, the MAPSS equilibrium biogeography model (Neilson 1995) is run 
using with one year of climate data (based on the mean 1895–2006 data) and current soil and 
elevation data. The equilibrium run terminates when the slow soil organic matter stock reaches 
steady-state, which may require up to 3000 simulation years for certain vegetation types (Daly 
et al. 2000). Because the dynamic fire module in MC1 cannot be run meaningfully without 
interannual variability, fire frequency is prescribed for each vegetation type during this 
equilibrium phase. The spin-up phase is run using detrended historical climate data using 
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target means based on mean climate data from 1895 to 1909. The spin-up period is generally at 
least 500 years or until NEP (net ecosystem production) for the region of study nears zero. 
During the historical phase , the model runs using the original 1895–2006 historical climate data, 
and during the future phase it uses the data generated with the ,monthly anomalies from the 
seven different future scenarios between 2005 and 2099. MC1 was run without nitrogen 
limitation (biological nitrogen fixation is assumed to provide enough nitrogen to allow plants to 
maintain at least a minimum carbon-to-nitrogen [C/N] ratio in all plant compartments when 
mineral soil nutrients becomes insufficient to meet the demand) and without fire suppression 
for this project. 

We developed a new calibration of the biogeography rules specifically for this project. Our 
objective was to calibrate the model to match closely the observed vegetation patterns in 
California (excluding urban and agricultural areas). The observed data used to calibrate the 
model consisted of a map of current vegetation aggregated based on the California Wildlife 
Habitat Relationship class (WHR10NAME) 
(http://frap.cdf.ca.gov/data/frapgisdata/download.asp?rec=fveg02_2). 

2.2.4. The Response of Vegetation Distribution to Future Climate Scenarios  
The MC1 DGVM projects widespread changes in vegetation across the state by the end of the 
century. The most pronounced change consistent across AOGCMs and emissions scenarios is a 
15% to 70% increase in shrublands when compared to the neutral climate future scenario 
(Figure 3). In addition, there is a consistent decline in conifer woodland, conifer forest and 
herbaceous cover across the AOGCMs and emissions scenarios through the end of the century. 
The hot, dry GFDL model projects an increase in shrubland, desert shrubland, and hardwood 
forest and a decrease in grassland and conifer woodland and conifer forest under both CO2 
emissions scenarios. The warmer, wetter PCM1 model projections are less pronounced and vary 
by emissions scenario, with the exception of a 10-20% increase in hardwood woodland and a 
decrease in conifer woodland and for conifer forest (~10%).Shrublands are projected to decrease 
(<10%) under the B1 emissions scenario but to increase (~30%) under the A2 emissions scenario. 
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Figure 3. Percent change in areal extent of major vegetation types projected by 
2070–2099. The chart shows the difference between the areal extents of vegetation 
types in 2070–2099 as compared to the base scenario for that time period. 
 

The spatial distribution of the projected vegetation changes by 2070 to 2099 are presented in 
Figure 4. The map labeled “Historical” reflects the modal potential natural vegetation simulated 
for the period spanning 1961 to 1990. The expansion of the hardwood forest into the Sierra, 
Modoc, Klamath, and North Coast ecoregions is evident in all future scenarios, but it is most 
pronounced with the GFDL climate under the A2 scenario. In all model-emissions scenario 
combinations, shrublands expanded north along the coast into the Central Coast, into the 
southern Sierra, the Sacramento Valley and the Modoc. Desert shrubland expands into the San 
Joaquin valley in the GFDL models, but retreats in the PCM1 model along the coast, with 
greater shifts projected in the interior of the state. Appendix A presents the full extent of all 
vegetation types for three time periods of interest. Hardwood woodlands are projected to 
decline in the Sacramento valley under the hot, dry GFDL model, but a thin belt is preserved 
along the Sierra foothills under the more aggressive A2 emissions scenario. In general, the 
vegetative communities are projected to be more stable. 
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Figure 4. Distribution of major vegetation types during historical 
time period  
(top of figure) and at the end of the 21st century (modal values for 
the period 2070–2099) 
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2.3. Ecosystem Service Modeling and Valuation 
2.3.1. Projecting Ecosystem Service and Value Change: Two Case Studies 
Carbon Sequestration  
Carbon sequestration is a regulating ecosystem service. It is an important component of 
California’s overall strategy for mitigating the increasing emissions of carbon dioxide (CO2) into 
the atmosphere. There are estimates that California’s terrestrial ecosystems could sequester 
significant quantities of carbon over the next 50 years; however, the amount of carbon stored 
will be highly dependent on future climatic changes and their impact on California’s 
ecosystems. Carbon sequestration in terrestrial ecosystems is defined as the net removal of CO2 
from the atmosphere into long-lived stocks of carbon. The stocks can be living, aboveground 
biomass (e.g., trees), living biomass in soils (e.g., roots, microorganisms), or organic and 
inorganic carbon in soils. To provide the service of climate regulation through carbon 
sequestration, carbon must be fixed into long-lived stocks such as trees or soil, as it is not 
sufficient to alter the size of fluxes in the carbon cycle (e.g., increase primary productivity). In 
this study, we project changes in carbon storage in aboveground biomass in trees, as well as the 
associated long-term carbon stocks. 

Carbon Sequestration Modeling 

To determine ecosystem service values associated with carbon storage and sequestration, we 
report results for all ecosystem carbon stocks but we focus the analysis on above-ground live 
tree carbon since there is an existing protocol within the California Climate Action Registry for 
securing carbon offsets under a cap and trade program capitalizing on the carbon stored in 
trees1 (www.climateregistry.org/tools/protocols/project-protocols/forests.html) and on total 
ecosystem carbon (above- and below-ground live biomass, above- and below-ground dead 
carbon, and soil). We assume active management of ecosystem carbon stocks. The MC1 model 
generates the monthly amounts of carbon stored or lost in each grid cell each year under 
historical, and neutral future climate conditions , or under projected future climate change 
scenarios. We accounted for urban expansion impacts on carbon sequestration potential by 
including current and future urban growth. For the neutral future climate scenario, we used the 
Multi-source Land Cover data to calculate the percentage of landcover in urban or agriculture 
uses in 2000 (CDF 2002). The agricultural extent represents row crops and other intensive 
agriculture, not rangelands or timberlands. Under future conditions, we used the mid-range 
projections for household density generated for this project by Lawrence Livermore National 
Laboratory and set a threshold of 1 unit per hectare as the minimum density for “urban.” This 
density may lead to an overestimation the amount of carbon that would remain in suburban 
areas in forested landscapes, but given the focus on carbon stored in natural landscapes for this 
study, this housing density cutoff is appropriate. The agricultural extent decreased under future 

                                                
1 In October 2007, the state of California’s Air Resources Board (CARB) adopted California Climate 
Action Registry (CCAR) protocols, which established methods to calculate carbon credits for forestland 
owners.  Current CCAR forest protocols require calculation of project carbon credits as live tree biomass 
(tree bole [trunk], roots, branches, leaves/needles) and dead tree biomass (standing and lying dead 
wood). 
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conditions as urbanization expands as we did not model the future expansion of agriculture. 
The projected urban extent in 2035, 2065, and 2100 was calculated for each 1/8 degree grid cell 
and combined with the current agricultural extent to generate a combined “converted land” 
extent. The percentage of the remaining natural cover in each cell was multiplied by the carbon 
and forage production values to account for the additional impact of future urbanization on 
these services. We took the average of the summed annual values for each of the four 30-year 
time periods and subtracted the projected carbon stocks for the six combinations of emissions 
scenario and AOGCMs from the carbon stocks generated for the neutral climate future dataset. 

Projections of Future Carbon Sequestration 

The impact of future climate on carbon sequestration will vary if the climate becomes warmer 
and wetter, as projected by the PCM1 model, or hotter and dryer, as projected by the GFDL and 
CCSM3 models. Using the warmer, wetter model (PCM1), an increase in aboveground carbon 
storage relative to the neutral climate future scenario is projected under both the low (B1) and 
high (A2) emissions scenario in comparison with the neutral climate future scenario (Figure 5). 
In contrast, under the hotter, drier model (GFDL), MC1 projects much lower carbon stocks than 
it does under neutral climate future scenario, with steep declines by the end of the century 
under the A2 emissions scenario. The future climate generated by CCSM3 causes an even 
sharper decline in carbon stocks over the next century, with the largest loss simulated under the 
A2 emissions scenario. In summary, by the end of the century, carbon stocks increase by 9% 
under a warmer, wetter future, or drop by 26% under a hotter, drier future (Figure 6). It is 
important to note that even without increasing greenhouse gas emissions, there is a decline in 
carbon stored under the future climate neutral scenario due to urbanization and increasing fire 
frequency extent. Our analysis show that land use increased aboveground carbon loss, on 
average across all emissions scenarios and model combinations, by an additional 1.5% by the 
end of the century. In addition, the future climate neutral scenario uses detrended climate data 
(from 1895–2006), rescaled to the means of 1992–2006 climate so some of the neutral climate 
future decline due to fire is a response to current day climatic change resulting from historical 
greenhouse gas emissions.  
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Figure 5. Simulated annual carbon stored in aboveground live trees (in 
teragrams, Tg) from 2005 to 2099 for neutral climate future conditions and, low, 
and high emissions scenarios for three AOGCMs (PCM1, GFDL, and CCSM3) 
simulated climate conditions 
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Figure 6. Percent change from the neutral climate future in carbon storage in 
aboveground live tree biomass under low and high emissions scenarios for 
three AOGCMs (PCM1, GFDL, and CCSM3) simulated climate conditions 

 

The spatial pattern of carbon storage in aboveground live carbon stocks changes dramatically 
across the state by the end of the century, depending on the future emissions scenarios and the 
AOGCM used (Figures 7 and 8). Under both the low and high emissions scenarios, there is a 
large increase in carbon stocks in the northwest of the state under the warmer, wetter climate 
conditions projected by PCM1. Total carbon storage in live trees increases statewide, 
outweighing the losses in carbon in the Sacramento Valley and the Coast Range (Figure 7). 
Under both low (B1) and high (A2) emissions scenarios, large losses in aboveground live carbon 
stocks are projected in the eastern Sierra under future conditions simulated by the GFDL model, 
and in the Klamath Mountains and Modoc Plateau under a future simulated by the hot and dry 
CCSM3 model. Under the A2 emissions scenario, there are relatively few areas projected to 
increase carbon storage under the hotter, drier conditions simulated by GFDL and CCSM3.  

Even though the current protocols for current voluntary and future regulatory markets of 
ecosystem carbon storage in California only considers carbon stored in aboveground tree live 



 
 
 

 17 

biomass. To fully understand the impact of climate change on the role of natural systems in 
storing carbon in the future, it will be necessary to account for the carbon stored in all 
ecosystem stocks including soils. In this analysis, total carbon stored in the combined stocks of 
ecosystem carbon (aboveground live biomass, aboveground dead biomass, belowground live 
biomass, and soil carbon) exhibits a similar trend to the aboveground live tree stock alone, but 
with a lower magnitude of relative change in storage because of the influence of the largest 
carbon stock (soil, Appendix B). In a warmer and wetter future (PCM1), the difference with the 
climate neutral scenario for the 2070–2099 time period is an increase of 3% for the B1 emissions 
scenario and an increase of 4% for the A2 emissions scenario (see Appendix B). However, the 
projected difference by the hotter, drier model (GFDL) is a decrease of 1% under the B1 emissions 
scenario and a decrease of 4% for all stocks under the high (A2) emissions scenario. The largest 
drop of carbon stored in all stocks is simulated by the hot and dry CCSM3 projections, in which 
there is a 3% and a 5% decrease under the B1 and A2 emissions scenarios, respectively.  

 

 
Figure 7. Net change in aboveground live tree carbon stored by the end of the 
century (2070–2099 mean) under the low B1 emissions scenario in comparison to 
the neutral climate future scenario and three AOGCMs (PCM1, GFDL, and CCSM3) 
simulated future climate conditions in Tg. Dark purple represents the low carbon 
storage, and the dark green represents high carbon storage.  
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Figure 8. Net change in aboveground live tree carbon stored by the end of the 
century (2070–2099 mean) under the high A2 emissions scenario in comparison to 
the neutral climate future scenario and three AOGCMs (PCM1, GFDL, and CCSM3) 
simulated future climate conditions in Tg. Dark purple represents the low carbon 
storage, and the dark green represents high carbon storage. 
 

Fire plays an increasingly significant role in decreasing carbon stored in the aboveground live 
tree stocks over the next century, even in the neutral climate future scenario (Figure 9). The 
amount of carbon in biomass consumed by fire rises in all of the scenarios on average statewide 
under the B1 emissions scenario, with the PCM1 climate conditions generating the smallest 
increase (Figure 9). Yet the neutral climate future scenario has the steepest trendline 
emphasizing the importance of the large warm and dry fire years in the late twentieth century 
in triggering a strong vegetation response to this recent warming trend (Figure 9).  

Under the high A2 emissions scenario and all future climate conditions, the model simulates an 
increase in the amount of carbon in biomass consumed by fire over this century, with the 
climate neutral scenario showing the least change (Figure 10) and the hotter and drier CCSM3 
and GFDL models show a similar trend with an increasing role of fire in removing 
aboveground biomass.  
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Figure 9. Trend in the amount of biomass consumed by fire under the climate 
neutral scenario and three future AOGCMs future climate conditions under the 
low emissions (B1) scenario. The trendline of the climate neutral scenario is 
actually steeper than any of the climate change scenarios suggesting that future 
moderate climate conditions will cause a greater decrease in production (as 
il lustrated in Figure 5) than climate conditions similar to those of the last 10–15 
years thus ultimately causing a decrease in fuel production and also a decrease 
in fuel moisture that will  reduce fire-induced carbon losses but increase carbon 
losses due to straight-forward drought-stress. 
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Figure 10. Trend in the amount of biomass consumed by fire under the climate 
neutral scenario and three future AOGCMs future climate conditions under the 
low emissions (A2) scenario 

 

 
Figure 11. Net change in carbon in biomass consumed by fire by the end of the 
century (2070–2099 mean) under the low B1 emissions scenario between the 
neutral climate future scenario and three AOGCMs (PCM1, GFDL, and CCSM3) 
simulated future climate conditions. Dark blue represents areas where historically 
fire consumed more than is projected by the end of the century on average and 
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dark orange is where fire is expected to consume more biomass than historical 
levels.  

 
Figure 12. Net change in carbon in biomass consumed by fire by the end of the 
century  
(2070–2099 mean) under the high A2 scenario between the neutral climate future 
scenario  
and three AOGCMs (PCM1, GFDL, and CCSM3) simulated future climate 
conditions. Dark blue represents areas where historically fire consumed more 
than is projected by the end of the century on average and dark orange is where 
fire is expected to consume more biomass than historical levels. 
 

Carbon Sequestration Valuation  

The sequestration of carbon generates both market value, through constructed markets for 
carbon emissions, and a more comprehensive social value. The market value of carbon reflects 
the least-cost method for reducing carbon emissions in the atmosphere, as revealed by the 
market. The social value of carbon sequestration (also known as the social cost of carbon) 
reflects the global economic consequences of each ton of carbon released into the atmosphere. 

To estimate the market and economic values of carbon over time we consider how much carbon 
will be stored in live trees above ground under the base future climate scenario and under each 
climate change scenario. We then estimate the value (in 2007 dollars) of the stock of carbon 
under each scenario and measure the change in value between the base future climate carbon 
stock and the stock estimated under each scenario. 

For this study, we draw upon the literature to provide best estimates of the 2007 market price of 
carbon per metric ton to estimate the market value of carbon sequestered or released. In 
addition to estimates based on the market value of carbon, we use the literature to provide a 
review and best estimates of the societal value of a ton of carbon sequestered (or the costs of a 
ton of carbon released), recognizing that the value of carbon sequestered also will change over 
time, mostly as a function of the total stock of carbon in the atmosphere and the time of release 
or sequestration. 

To estimate the value of carbon stored, we valued the costs of carbon emitted, assuming that if 
the carbon stock at time t decreases by one ton of carbon, that ton has (1) a market impact 
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because it will need to be offset in the carbon market,2 and (2) an economic impact because it 
causes a marginal increase in damages associated with climate change. 

Market Value of Carbon 
We use information from the Chicago Climate Exchange (CCX, a voluntary climate exchange) 
and the European Union Emissions Trading System (EU ETS), a compliance-based system to 
estimate market values. To meet the goals of AB32 and reduce the impacts of atmospheric 
carbon on the global climate, The California Air Resources Board (CARB) has recommended a 
cap-and-trade program. Forest carbon offsets (aboveground live biomass in trees) are to be 
included in the program as a limited percentage of allowances. A cap-and-trade program will 
create a market for carbon and carbon sequestered by forests could be used to offset carbon 
generated by industry. The actual market value of forest carbon will depend on the 
development of this program and specific allowances made for forest carbon offsets. Generally, 
the market price is determined by the total amount of carbon that is permitted to be released 
into the atmosphere and the cost of meeting this cap through reductions in carbon emissions or 
the sequestration of carbon (for instance in natural vegetation.) From the perspective of the State 
of California, carbon sequestration is an important part of the technical portfolio the state must 
employ in order to meet the goals of AB32. Market price provides a rough estimate of the 
potential costs of meeting these goals and thus the gross economic value, in terms of cost 
savings or increases that would result due to changes in the natural ability of terrestrial 
ecosystems to sequester carbon. (Note, marine systems also play an important role in carbon 
sequestration, but we do not currently have good quantitative models for marine CO2 
sequestration.) 

Currently, carbon trading occurs through a number of allowance-based markets and project-
based transactions. The three main markets are the European Union Emissions Trading Scheme 
(EU ETS) and the New South Whales GHG Reduction Scheme, which are both regulated 
markets, and the CCX. For this study, we use 2007 annual volumes and transactions on the 
EU ETS and CCX markets to derive a low and high price for a metric ton of carbon. For each 
market, we derive the average annual price per metric ton of carbon (MTC) as follows: 

 

where 3.67 is the conversion factor from CO2 to carbon.  

The price derived from the EU ETS is $89.19/MTC and from CCX is $11.49/MTC (Capoor et al. 
2008). The reason for the large difference in price between the CCX and the EU ETS markets is 
that the EU ETS is a regulated cap-and-trade market. In a regulated market, buyers have a 
higher certainty that what they are buying will maintain a value in the market. The CCX is a 
voluntary market with higher levels of uncertainty. Buyers speculate that the credits they 

                                                
2 The AB 32 (Assembly Bill 32 - California’s Global Warming Solution Act of 2006) Climate Change 
Scoping Plan, approved by the Air Resources Board on December 11, 2008, recommends developing a cap 
and trade program that would link with other Western Climate Initiative partner programs to create a 
regional market by 2012.  The plan recommends reduction measures of 5 MMTCO2e in the sustainable 
forest sector.  It also recommends the use of offsets (include in the forest sector) and allowances from 
other systems be limited to 49 percent of the required reduction of emissions.    
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purchase will hold value should a cap-and-trade system be developed. Investors are looking for 
high potential returns on their investments given the risk they incur. 

The CCX price could be considered a lower bound value (should forest offsets not be included 
in a regulated market). The EU ETS rate could be considered a more accurate estimate if forest 
carbon offsets are included in a statewide, regional, or national cap-and-trade system.3 

Social Value of Carbon 
The economic value of carbon sequestration can also be measured in terms of the social cost (or 
economic benefit from avoided damage) of damage avoided when carbon is removed from the 
atmosphere and climate change is slowed. The social cost of carbon (SCC) measures the full 
global cost today of emitting an incremental unit of carbon (in the form of CO2) at some point of 
time in the future, and it includes the sum of the global cost of the damage it imposes the entire 
time it is in the atmosphere (Price et al. 2007; Pearce 2003). Damage is a function of the 
cumulated stock, so one extra unit released in the future is likely to have a higher associated 
damage than a unit emitted now (Pearce 2003). In theory, the SCC attempts to capture how 
much society could pay to avoid climate change and still be as well off as they would be in the 
absence of climate change. In other words, if society were aware of the full costs of climate 
change, the SCC is what they would be willing to pay now to avoid the future damage caused 
by incremental carbon emissions (Price et al. 2007). The SCC also represents the appropriate tax 
on CO2 emissions that would result in the economically optimal reduction in CO2 emissions 
(also known as the Pigouvian tax—a tax levied to correct the negative externalities of a market 
activity) (Tol 2007). The total social cost is the damage done by carbon emissions compared to a 
neutral climate future context in which the emissions do not increase. In our analysis, we 
assume that lost carbon sequestration is not offset by technological reductions in human-created 
sources of atmospheric carbon dioxide and thus lost carbon sequestration results in global 
economic cost. 

The process for estimating SCC requires a model of atmospheric residence time and a means of 
discounting economic values back to the year of emissions (Yohe et al. 2007). The amount of 
damage done by each incremental unit of carbon in the atmosphere depends on the 
concentration of atmospheric carbon today and in the future. Therefore, the SCC should vary 
depending on which emissions trajectory the world experiences. 

Currently, the peer-reviewed and gray literature provide over 200 different estimates of the 
marginal costs of climate change with varying levels of sophistication, including differing 
discount rates, different mechanisms for including discount rates and performing sensitivity 
analysis, varying estimates of total costs of climate change used, dynamic and static elements, 
differing assumptions about future climate change, and publication dates (the older the study, 
the less sophisticated it might be) (Tol 2007). Generally, a higher discount rate implies a lower 
estimate of the SCC and estimates in the peer reviewed literature tend to be lower than 
estimates in the gray literature and have fewer uncertainties (Tol 2007).  

                                                
3 Note that forest sector offsets are not included in the EU ETS compliance system, but this system still 
provides the best market estimate for forest sector carbon credits. Also note that the California AB 32 
Climate Change Scoping Plan recommended inclusion of forest credits produced in-state, as well as out-
of-state and internationally, although the rules for these mechanisms have yet to be created. 
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In 2005, Richard Tol published a meta-analysis of the marginal damage costs of CO2 emissions. 
He reviewed 103 estimates from 28 public studies. Including only peer-reviewed studies and 
accounting for differences in the types of studies (discount rates, equity weighting, dependence 
on dynamic climate change scenarios and economic scenarios, and estimations of marginal or 
average damage costs), Tol determined the mean to be $43 ($54 in 2007 inflation adjusted 
dollars) per MTC with a standard deviation of $83 (Tol 2005). He found that studies with better 
methods yielded lower estimates with fewer uncertainties. He also discovered that much of the 
uncertainty was due to assumptions on the discount rate and around equity weights used to 
aggregate monetized impacts over countries. 

In 2007, Tol presented an as yet unpublished update of his 2005 meta-analysis. With more data 
(211 estimates from the gray and published literature) and more advanced statistical analysis, 
Tol’s results showed a downward trend in the estimates of the SCC but that uncertainty about 
the SCC is large (although many of the high estimates were not yet peer-reviewed and used 
unacceptably low discount rates). In Tol’s 2007 analysis, with conservative assumptions, the 
mean for peer-reviewed estimates is $23/MTC. He states that there is a 1% probability that the 
SCC is greater than $78/MTC. 

Watkiss and Downing (2008) provide further updates of Tol and summarize a number of values 
for the social cost of capital for carbon emissions in the UK. The authors report that in 2002, the 
UK Government recommended a marginal global SCC estimate of £70/MTC ($185/MTC in 
2007 dollars), within a range of £35 to £140/MTC ($93 to $371/MTC in year 2007 dollars), with 
all three estimates increasing £1/MTC ($1.50/MTC) per year from the year 2000. Since 2002, the 
UK Government has used these values widely in regulatory impact assessment and for 
considering environmental taxes and charges (Watkiss et al. 2008). We conservatively examine a 
central value from Watkiss and Downing of $185/MTC (2007 dollars) noting that the authors 
expect significant increases over time. (The authors also provide estimates from the FUND and 
PAGE models, which are substantially higher than even the UK SCC estimates.) 

Using the DICE-2007 model, William Nordhaus shows that the trajectory of optimal carbon 
prices (or carbon taxes) should rise to reflect the increasing damage caused by climate change 
and the need for increasingly tight constraints. In the model, the optimal price rises steadily 
over time, at between 2% and 3% per year in real terms, to reflect the rising damages from 
climate change. In this trajectory, Nordhaus’ carbon price (adjusted to 2007 dollars) rises from 
$34/MTC to $113/MTC by 2050 and $251 per MTC in 2100. Ultimately, the carbon price will 
top out at the level at which the backstop technology becomes economically viable (Nordhaus 
2008). 

The DICE-2007 model is a globally aggregated model. The model incorporates simplified 
representations of the major analytical dimensions of climate change problems and is focused 
on analyzing the economic and environmental impacts of alternative policies (Nordhaus 2008). 
Like the other models, DICE-2007 does not provide for a complete understanding of the major 
components and has greater error the further into the future the projections move. It contains 
highly simplified representations of the major relationships relating emissions, concentrations, 
climate change, the costs of emissions reductions, and the impacts of climate change, and some 
of the tradeoffs—particularly between rich and poor regions—cannot be explored (Nordhaus 
2008). 
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Realizing that no model is perfect, that each method for estimating the SCC or optimal carbon 
price provides different perspectives, and that there are complexities and uncertainties relating 
to how different variables are considered in the models, we use Nordhaus’ carbon price 
trajectory to illustrate the potential costs (and benefits) to society that climate change can have 
as a result of changes in forest carbon stocks in California. (Note that as mentioned previously, 
social cost values have been discounted) 

Predicting the Value of Future Carbon Sequestration  
As the aboveground carbon storage varies, there is subsequent variation in total market value 
represented by losses or gains in natural carbon sequestration in the future (Table 2a). With the 
warmer and wetter climate (PCM1), the change in market value is positive, ranging from an 
average annual difference due to climate change of $19 million to $146 million/year for 2005–
2035 under scenario B1 to as much as $1 billion to $7.9 billion annually by 2065–2090. The warm, 
wet PCM1 climate simulations consistently enhance carbon sequestration for all the periods 
considered and thus increase the service value, with highest change at the end of the century 
(2065–2099) under the low emissions scenario (B1). Conversely, under the high (A2) emissions 
scenario, climate projections by the hot, dry CCSM3 model cause an average annual loss of 
between $2.9 billion and $22.1 billion. 

These estimates for changes in market values are in 2007 dollars with no discounting for present 
value. It is conceivable that in a market situation, real market prices will change—prices could 
increase if it becomes more expensive to reduce greenhouse gas emissions and, conversely, 
technological innovation could cause market prices to fall. Market prices will also vary 
depending on the types of policies implemented at the state and national level. Research 
economists from New Carbon Finance predict that if a cap-and-trade program is confined to 
domestic trading only, the carbon emissions market could be worth $1 trillion by 2020 
(Environmental Leader 2008). Allowing trading with other countries like India or China, where 
emissions reduction measures are relatively inexpensive will yield lower prices and a cost 
savings to the U.S. economy (New Carbon Finance 2008).  
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Table 2a. Projected change in live aboveground carbon sequestered  
and the market value of these changes 

2005–2034 
    Carbon Change in value (2007$ million) 

Scenario Model 

Total  
(Tg) 

% 
Change 

from 
Base 

CCX 
$3.13/MTCO2e 

 
($11.49/MTC) 

EU ETS  
$24.30/MTCO2e 

 
($89.20/MTC) 

Base   1,025       
PCM1 1,027 0% $19 $146 
GFDL 997 -3% -$325 -$2,524 B1 
CCSM3 997 -3% -$323 -$2,504 
PCM1 1,035 1% $115 $891 
GFDL 1,024 0% -$15 -$118 A2 

CCSM3 992 -3% -$380 -$2,950 
      

2035–2064 
    Carbon Change in value (2007$ million) 

Scenario Model 

Total  
(Tg) 

% 
Change 

from 
Base 

CCX 
$3.13/MTCO2e 

 
($11.49/MTC) 

EU ETS  
$24.30/MTCO2e 

 
($89.20/MTC) 

Base  1,028       
PCM1 1,057 3% $327 $2,541 
GFDL 987 -4% -$475 -$3,685 B1 

CCSM3 881 -14% -$1,693 -$13,145 
PCM1 1,055 3% $304 $2,357 
GFDL 968 -6% -$690 -$5,355 A2 

CCSM3 902 -12% -$1,446 -$11,223 
       

2070–2099 
    Carbon Change in value (2007$ million) 

Scenario Model 

Total  
(Tg) 

% 
Change 

from 
Base 

CCX 
$3.13/MTCO2e 

 
($11.49/MTC) 

EU ETS  
$24.30/MTCO2e 

 
($89.20/MTC) 

Base  952      
PCM1 1,041 9% $1,021 $7,926 
GFDL 935 -2% -$199 -$1,546 B1 

CCSM3 820 -14% -$1,516 -$11,769 
PCM1 1,023 7% $815 $6,327 
GFDL 778 -18% -$1,994 -$15,481 A2 

CCSM3 704 -26% -$2,850 -$22,129 
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Table 2b. Projected change in live aboveground carbon sequestered and 
the  
economic value including social cost of carbon of these changes 

2005–2034 
    Carbon Change in value (2007$ million) 

Scenario Model 

Total  
(Tg) 

% 
Change 

from 
Base 

Tol, 2007 
Mean 

 
($23/MTC) 

DICE-2007 
Optimal 

Price  
($34/MTC) 

Existing 
UK SCC 

 
($185/MTC) 

Base   1,025         
PCM1 1,027 0% $38 $56 $303 
GFDL 997 -3% -$651 -$962 -$5,236 B1 

CCSM3 997 -3% -$646 -$955 -$5,194 
PCM1 1,035 1% $230 $340 $1,847 
GFDL 1,024 0% -$31 -$45 -$245 A2 

CCSM3 992 -3% -$761 -$1,125 -$6,119 
       

2035–2064 
    Carbon Change in value (2007$ million) 

Scenario Model 

Total  
(Tg) 

% 
Change 

from 
Base 

Tol, 2007 
Mean 

 
($23/MTC) 

DICE-2007 
Optimal 

Price  
($113/MTC) 

Existing 
UK SCC 

 
($185/MTC) 

Base  1,028        
PCM1 1,057 3% $655 $3,220 $5,271 
GFDL 987 -4% -$950 -$4,669 -$7,644 B1 

CCSM3 881 -14% -$3,390 -$16,656 -$27,269 
PCM1 1,055 3% $608 $2,987 $4,890 
GFDL 968 -6% -$1,381 -$6,786 -$11,109 A2 

CCSM3 902 -12% -$2,894 -$14,220 -$23,281 
        

2070–2099 
    Carbon Change in value (2007$ million) 

Scenario Model 

Total  
(Tg) 

% 
Change 

from 
Base 

Tol, 2007 
Mean 

 
($23/MTC) 

DICE-2007 
Optimal 

Price  
($251/MTC) 

Existing 
UK SCC 

 
($185/MTC) 

Base  952       
PCM1 1,041 9% $2,044 $22,309 $16,443 
GFDL 935 -2% -$399 -$4,350 -$3,207 B1 

CCSM3 820 -14% -$3,035 -$33,123 -$24,413 
PCM1 1,023 7% $1,632 $17,807 $13,125 
GFDL 778 -18% -$3,992 -$43,570 -$32,113 A2 

CCSM3 704 -26% -$5,707 -$62,281 -$45,904 

 

The expected change in the social value of stored carbon (Table 2b) is similar to that found for 
the analysis of market values. The warm, wet PCM1 model consistently predicts a higher 
capacity to store carbon and thus the affect of climate change on natural carbon storage in 
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California would result in a net benefit to society of between of $38 million annually in the 
period 2005–2034 and as high as $22 billion annually by 2070. The hotter, drier models, 
however, project a sharp negative difference in carbon storage capacity in natural areas leading 
to social costs of -$646 million to -$5.2 billion annually for the period 2005–2034 (under scenario 
B1 using the CCSM3 model of climate change) to as high as -$62 billion annually by the period 
2070–2099, under scenario A2 using the Nordhaus’ DICE-2007 model predictions. 

Conclusion: Carbon Sequestration 

The current voluntary carbon markets that incorporate natural system sequestration focus 
largely on the aboveground biomass in a forest system and so, for this study, we focused our 
valuation on aboveground biomass in forested systems. Sequestration of aboveground biomass 
decreases with all model-emissions scenario combination except the most optimistic, and the 
declines are more pronounced in the second and third time periods of this study. There are two 
main reasons why the model projects a decline in biomass: (1) loss of conifer forests due to 
drought stress, which might be mitigated to some extent by a CO2 “fertilization effect” that may 
enhance carbon capture as CO2 concentrations increase but more importantly should increase 
water use efficiency—that is, maintaining carbon uptake under a moderate level of drought 
stress; (2) fire losses will be significant as temperatures rise and humidity drops. When all 
carbon stocks (i.e., aboveground and belowground live biomass, aboveground and 
belowground organic carbon) are included in the analysis—not just the aboveground biomass 
carbon stocks included in the existing voluntary carbon market—the picture changes slightly. 
Net change in total carbon stocks increases under the warmer, wetter future (PCM1) for both 
the low and high emissions scenarios (Appendix B). In contrast, we see decreased carbon 
storage under both emissions scenarios using the hot, dry models (GFDL, CCSM3), largely 
driven by a combination of decreases in aboveground and belowground organic carbon 
(Appendix B). In the model-emissions scenarios with carbon loss, fires burn the vegetation and 
carbon losses are emitted as gases and drought conditions reduce production and carbon 
capture, resulting in total carbon loss. For California to take advantage of the potential for 
carbon storage in natural systems stocks in the future, greenhouse gas emissions must be 
curbed to a B1 scenario that would reduce both drought-stress conditions for natural and 
commercial vegetation (forests, agriculture, forage) and fire danger. 

The results of our carbon projections indicate that forests and other sources of natural carbon 
storage are critically important assets that need to be considered, employed, and protected if we 
are going to work to stem the increase in global atmospheric concentration of carbon dioxide. 
The majority of the model-emissions scenarios find that climate change will lead to a loss of the 
natural ability of California’s forests to store carbon by the end of the century. The result will be 
annual losses of potentially hundreds of millions and possibly billions of dollars in carbon 
sequestration capacity—a cost that will be borne by carbon emitters, automobile drivers, 
factories, homeowners, and others—and will be reflected in future markets for carbon. 
Similarly, this loss of carbon sequestering capability will result in global economic impacts if the 
loss of carbon is not offset by other reductions in carbon emissions.  
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Forage Production  
Forage production is a provisioning service in the grasslands and woodlands of California that 
supports both native herbivores and domestic livestock. Under appropriate management 
grazing enhances biodiversity and limits invasion by aggressive exotics plants in California 
grasslands (Marty 2005). Ranching as an economic enterprise is critical to maintaining habitat 
for many species throughout the rangelands of California, especially in areas undergoing rapid 
fragmentation such as the Sierra Nevada foothills. The quality and abundance of forage 
available at a particular site varies year to year and is strongly correlated with the rainfall and 
the length of the growing season (George et al. 2001). Soil characteristics (fertility, pH, available 
water content) also influence forage production, with many of the most productive soils already 
subject to agricultural and urban land use conversion. Additionally, the management of 
residual dry matter can affect rangeland productivity (George et al. 2001).  

Forage Production Modeling 

We analyze the projected changes in distribution and production of forage within grassland and 
oak woodland habitat under future climate scenarios using monthly precipitation data from 
two AOGCMs (GFDL, PCM1) for each emissions scenario (low, B1 and high, A2), the projected 
vegetation output from MC1, and the Natural Resources Conservation Service (NRCS) State Soil 
Geographic (STATSGO) soil data.  

Soil Data  
Estimates of annual dry matter forage are available for much of the state’s rangelands for 
favorable, unfavorable, and average years through the STATSGO soil database (NRCS 1994). 
The STATSGO dataset is organized based on basic soil characteristic components, including 
forage production. Not all rangeland in the state had forage production estimates available (as 
defined by the rsprod_r component), particularly in the northern Sacramento Valley. To assign 
average production estimates to map units missing values, we used the average forage 
production values of the components within those map units. We weighted the average 
production values by the percentage of the map unit in that component (as defined by the 
comppct_r field). We assigned a value to a map unit only if the production values were available 
for components that collectively covered at least 20% of the map unit. We then used the average 
monthly precipitation from 1971–2000 at 400 meter resolution (available from PRISM, Daly et al. 
1994) to calculate the amount of forage produced by month per unit of precipitation, as shown 
in Equation 1. Because the timing of precipitation greatly affects the forage production, we used 
the growth curve for representative rangeland sites available through the NRCS Ecological Site 
Description website (http://esis.sc.egov.usda.gov) to proportionally allocate the annual range 
production into growing season months. Table 3 shows the percentage of the annual forage 
production at a site allocated by month. We generated six monthly production grids, one for 
each month of the growing season by multiplying the annual sum production grid (as mapped 
using rsprod_r values) by the percentage of the annual growth in that month. These grids were 
divided by the historical average monthly precipitation to derive the production per unit of 
precipitation for each month. These grids were upscaled from 400 m resolution to the 12 km 
grid cells used in this project using the zonal mean function in ArcGIS (ESRI 2006).  

 

Equation 1. Formula to estimate monthly forage production / precipitation relationship 
for grid cell x 
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Table 3. Monthly forage production for majority of rangeland sites in California (% 
of annual lbs per acre)  

Month  November December January February March April May 
% of annual production 
in lbs per acre 10 10 0 10 25 40 5 

 
We used the average monthly precipitation values for each grid cell for the historical, neutral 
climate future, and three future scenario time periods to generate the estimates of production by 
multiplying the precipitation value with the respective monthly grid of production per unit of 
precipitation (as calculated in Eq. 1). We summed the resultant monthly production across the 
six growing season months to generate the annual production for each cell (in pounds per acre.) 
To integrate the projected vegetation distribution into future estimates of range production, we 
only included cells in either herbaceous or hardwood woodland land cover as projected by MC1 
in the estimates of range production. Finally, to account for current and projected 
anthropogenic land cover, we multiplied the annual production value for each grid by the 
percentage of each grid cell not in either agriculture or urban for each time period as described 
in the carbon sequestration section. Our approach does not account for the role of temperature 
in influencing the length of the growing season. This is potentially an important factor in the 
total forage produced in a given area (George et al. 2001), but there is considerable variation 
across the state in terms of whether it is fall or spring temperatures that affect productivity. In 
addition, the need for high temporal resolution data to calculate degree days to use in a model 
of production was beyond the scope of this project. As such, our approach may overestimate 
the influence of precipitation relative to temperature in affecting forage production. With 
expected warming, it is likely to expect increases in grass net primary production which could 
mitigate the decline in productivity due to decreases in precipitation or drought stress.  

Additional Considerations 
The quality (i.e., nutrient content) of the forage itself is also an important factor that would 
ideally be included in a determination of the livestock carrying capacity of a parcel of land 
(George and Bell 2001). The determinants of carrying capacity for livestock is due to more than 
just the dry matter produced—comparative nutrient provision of various plants play an 
important role (George et al. 2001a). Additionally, there are various nutritional requirements for 
different stages in a cow’s life. Ideally the lands are managed such that they meet these 
requirements and match the lifecycles and reproductive patterns of livestock (George et al. 
2001a; George et al. 2001b). Modeling the nutrient content of the forage produced is beyond the 
scope of this project, but it is still important to note its role. Other factors that affect the carrying 
capacity of rangelands for livestock such as management costs, topography and adjacent land 
ownership are beyond the scope of this assessment.  

Projection of Future Forage Production  

Forage production declines dramatically by the end of the century (2070–2099) in all future 
projections, ranging from a 14% decline in annual mean (Tg) production under the PCM1-B1 
scenario to a 58% decline under the GFDL-A2 scenario (Table 4).  
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Table 4. Absolute and percent changes in forage production (Tg) from 
the neutral climate future and changes in forage production value under 
low and high scenarios for two AOGCMs (PCM1 and GFDL) across three 
time periods in the future 

2005–2034 

Scenario Model 

Forage Difference in Value  
($ million) 

    

Total 
(Tg) 

% 
Change 

from 
Base 

Profits 
from 

Livestock 

Cost of 
Replacement 

for Hay  

Base  13.00      
  PCM1 11.90 -8% -$14 -$47 
B1 GFDL 8.54 -34% -$57 -$192 
  PCM1 14.19 9% $15 $51 
A2 GFDL 10.14 -22% -$36 -$123 
      

2035–2064 

Scenario Model 

Forage Difference in Value  
($ million) 

    

Total 
(Tg) 

% 
Change 

from 
Base 

Profits 
from 

Livestock 

Cost of 
Replacement 

for Hay  

Base  12.24      
  PCM1 11.65 -5% -$8 -$25 
B1 GFDL 8.28 -32% -$50 -$170 
  PCM1 11.63 -5% -$8 -$26 
A2 GFDL 7.39 -40% -$62 -$209 
      

2070–2099 

Scenario Model 

Forage Difference in Value  
($ million) 

    

Total 
(Tg) 

% 
Change 

from 
Base 

Profits 
from 

Livestock 

Cost of 
Replacement 

for Hay  

Base  12.52      
  PCM1 10.79 -14% -$22 -$74 
B1 GFDL 7.05 -44% -$70 -$235 
  PCM1 8.56 -32% -$50 -$170 
A2 GFDL 5.26 -58% -$92 -$312 
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The forage production declines are smaller in low emissions scenario (B1) relative to the high 
emissions scenario, decreasing from 14% under the warm, wet PCM1 model and 44% under the 
hot, dry GFDL model in the last time period in the twenty-first century (Table 4 and Figure 13), 
In contrast, the high emissions scenario (A2) causes much steeper declines, ranging from -32% 
and -58% for under the PCM1 and GFDL models, respectively (Figure 13). These changes are 
due primarily to the decreases in rainfall amounts, especially under the GFDL model, that drive 
declines in the extent of the herbaceous rangeland cover type that dominates the 
grassland/rangeland areas including grasslands and hardwood woodlands. 

 
Figure 13. Percent change in forage production compared to the historical 
period across three time periods under each AOGCM-emissions scenario 
combination 
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In projections using the hotter, drier GFDL model, the pattern of decline in rangeland extent is 
similar to declines in forage production, with increasingly larger declines towards the end of the 
century using both the PCM1 and the GFDL models (Figures 13 and 14). In contrast, the 
warmer, wetter model increases rangeland extent (Figure 14) even as production decreases 
toward the end of the century (Figure 13). By the end of the century using the hotter, drier 
model (GFDL), rangeland extent is projected to decrease by 20% and 23% while forage 
production is projected to decrease by 44% and 58%, under the low (B1) and high (A2) 
emissions scenarios, respectively (Figure 13, Table 4). By the end of the century using the 
warmer, wetter scenario (PCM1), rangeland extent is projected to increase 7% under the B1 
scenario and decrease almost 6% under the A2 scenario, while forage production is projected to 
decrease by 14% and 32%, under the B1 and A2 scenarios respectively (Figure 13, Table 4). Only 
under the PCM1-A2 is there a net increase in forage production. That increase has occurred by 
the first time period (2005–2034), but it is followed by a pronounced drop by the end of the 
century. The urban growth expansion contributes to the decline in rangeland extent, especially 
in more productive, lower-elevation regions of the state. This influence is minimal, however, 
compared to the climate-induced changes. 

 
Figure 14. Percent changes rangeland extent (vegetation types grassland and 
hardwood woodland) compared to historical conditions across three time 
periods under each AOGCM-emissions scenario combination 
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The geographic pattern of the changes in forage production projected by the end of century 
(2070–2099) differs dramatically among AOGCMs and emissions scenarios (Figures 15 and 16). 
Many of the largest declines in forage production are due to conversion of rangeland in highly 
suitable climates. The spatial pattern of change in forage production with the PCM1 model 
under both B1 and A2 scenarios is heterogeneous with highly interspersed areas of positive and 
negative changes, especially in the central Sierra and inner North Coast suggesting that this 
pattern is explained by shifting vegetation types, more than a strong regional climate trend. The 
regional pattern for the AOGCM generally shows an increase in production in the northern part 
of the state and a drop in the inner Central Coast and Sierra foothills. In contrast, using the drier 
and warmer GFDL climate under both B1 and A2 scenarios causes extensive declines in 
production with large declines concentrated in the inner Central Coast region and along the 
Sierra Nevada foothills. The hottest and driest scenario/model combination, GFDL-A2, projects 
extensive and consistent declines in production over virtually all of the current extent of 
rangelands, with only minor increases in the inner North Coast, Sacramento Valley, along the 
South Coast and at higher elevations in the Sierra Nevada.  

 

 
Figure 15. Net change in forage production in 2070–2099, under the low B1 
emissions scenario between the neutral climate future scenario and two AOGCMs 
(PCM1 and GFDL) simulated future climate conditions. Areas in the dark brown 
represent a decline in forage production, while those in the dark blue represent an 
increase in forage production. 
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Figure 16. Net change in forage production in 2070–2099, under the low A2 
emissions scenario between the neutral climate future scenario and two AOGCMs 
(PCM1 and GFDL) simulated future climate conditions. Areas in the dark brown 
represent a decline in forage production, while those in the dark blue represent an 
increase in forage production. 
 

Forage Valuation 
Climate change could substantially change land cover, including how much land is available for 
grazing livestock. Grazing lands provide plant material for livestock feed. This function can be 
considered an ecosystem service because management inputs to grazing land are minimal. The 
service provided by nature is the production of forage. Putting a value on forage production 
helps us to understand the benefits associated with the service (or the costs of not having the 
service).  

 Forage generates both economic value (by creating profit for cattle ranchers and additional 
values for rangelands) and economic impact (forage production indirectly generates jobs, 
wages, and taxes). For the purposes of this study, we examine the economic value of forage as it 
relates to its function as an input to the livestock market. To avoid “double-counting” in our 
analysis, we separate landscape from forage production as two distinct components to be 
considered in the value of grazing lands. We do not value quality of life,4 landscape, or fire and 

                                                
4 In some of the literature, it is argued that grazing landscapes have measurable impacts on quality of life, 
and that these values also should be measured (Bartlett et al. 2002). Ranchers and even non-ranchers have 
a willingness to pay (WTP) for grazing lands that is not based purely on the economic benefit they receive 
from the cattle business (Torell, 2001). Livestock’s historical, exceptionally low average 2% rate of return 
(Workman 1986; Bartlett et al. 2002) and the high ranking that quality of life plays in ranchers’ decisions 
to buy grazing lands is often quoted as evidence of this WTP. Hedonic pricing and contingent valuation 
studies have attempted to capture this value (Hof et al. 1989; Bartlett et al. 2002). Cultural and aesthetic 
values like these are an important part of ecosystem service valuation and should not be ignored. 
However, the willingness-to-pay in these cases applies more to the open land and not exclusively to the 
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invasive species management on grazing lands nor do we attempt to calculate what, if any, 
additional costs to society would be created by changes in greenhouse gases caused by more or 
fewer head of cattle. 

We consider the final service (or end product) of forage production to be livestock. We identify 
the following two mechanisms for valuing forage production: (1) the market in livestock and its 
products (see Chan et al. 2006); and (2) the price of the least cost replacement (substitute) for 
forage as a livestock feed. In a free market, grazing fees also could be considered as a reflection 
of the market’s valuation of the contribution of grazing land and forage to the production beef. 
We do not consider grazing lease fees because in California, close to 50% of grazing leases are 
on public lands and reserves (primarily Bureau of Land Management (BLM) or Forest Services 
land (FRAP 2003). BLM grazing lease rates are set by the federal government and are not 
sensitive to market forces. In fact they are heavily influenced by non-market factors and 
therefore are not useful as a true reflection of the costs and benefits of forage production (Agee 
1972; Torrell 2001; Bartlett 2002; LaFrance et al. 2003). Private lease rates throughout the west 
have been shown to vary widely and fail to correlate predictably or accurately to the value of 
forage on grazing lands (Adkins and Graeber 1978; Van Tassell et al. 1997). Thus, lease rates are 
unlikely to be an accurate means of directly estimating the marginal value of forage unless we 
are able to accurately model the hedonic aspects of grazing lease values—something that has 
not been done to date.  

In our model, each 12 km x 12 km cell of rangeland generates associated forage dry matter (DM) 
in units of annual tons, which in turn supports livestock production. We assume that only 50% 
of forage produced on an acre of land is available for livestock production; the rest must be 
used for management of land productivity, or it is lost due to trampling and contamination 
from animal waste. We measure animal production from forage as an Animal Unit Month 
(AUM), which is defined as the amount of DM necessary to sustain a 1,000 pound cow and her 
calf for a month. A recent study prepared for the California Energy Commission reports that an 
average of 791 pounds of DM is equivalent to one AUM (Brown et al. 2004). This is supported 
by a study conducted in Hawaii that reports a similar result (Thorne et al. 2007).  

Market Value of Livestock 

The market value of livestock (livestock profits per AUM) provides us with a lower bound 
estimate for the economic value of forage production. There are no precise estimates of the 
marginal product of forage in cattle production (i.e., how many more pounds of beef are 
produced by one more unit of forage), so we follow Brown et al. (2004) to estimate the average 
value of a ton of forage by looking at livestock profits per AUM. 

Brown et al. (2004) consider costs and revenues on ranches in each county in California. They 
report the following breakdowns as a statewide average. Values are adjusted for inflation to 
year 2007: 

                                                                                                                                                       
production of forage. Additionally, these values might only be relevant to small-scale ranchers. For large-
scale landowners, cattle ranching may have other, hidden benefits, such as tax advantages, but not the 
same quality of life value. 
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 Average per cow profitability:   $110.00 
 Annual average per cow forage DM requirements: 9,492 lbs (given 791 AUM) 
 Each pound of DM:     $0.011553 in profit 

We calculate the economic value of forage change (measured as DM) by first halving the total 
forage production predicted by our forage lands model to account for the amount of forage 
available for livestock production. We then multiply the change in DM by its value as measured 
through average state livestock prices ($0.011553 per pound of DM). Limitations of this 
methodology include (1) broad assumptions that nutrient and protein content of forage across 
landscapes are constant, (2) failure to account for seasonal variety in animal requirements, (3) 
failure to reflect regional variation in the value of livestock due to quality, market factors, and 
access and distance to markets,5 and (4) not accounting for the carrying capacity of the lands (a 
rise in prices for beef and/or a decrease in non-feed costs would most likely increase returns per 
pound of DM and therefore increase the optimum stocking rate for cattle.) 
 

Table 5. Revenue and costs associated with cattle ranching in California (in 
2003 $).  
 Figures are adjusted for inflation to year 2007 $.  

Revenue    
 Total $/cow Assumptions 
Calf $812.00 $690.00 85% wean rate 
Cull cows $731.00 $110.00 15% cull rate 
Total Revenue  $800.00  
Costs in $/cow    
Pasture  $180.00 (including cost for bulls – 5% of 

herd) 
Supplemental feed  $236.00 (including replacement heifers – 

15%) 
Other operating & fixed 
costs 

 $274.00  

Total Costs  $690.00  
Mean Annual Profit per Cow  
(Revenue – Costs) 

$110.00  

Adapted from Brown et al. (2004).   
Replacement Cost of Forage 

As an upper bound for the potential value of forage, we also consider its replacement cost at the 
margin. As a proxy for lost forage, we recognize that ranchers feed their livestock hay during 
periods of low forage productivity. Following this logic, we assume that a low grade hay 
variety, in this case the lowest grade hay available from each county in California in 2003 
(USDA 2004), is a roughly equivalent substitute (at the margin) for forage. We use the market 
price averaged across all counties in California that provide the same hay type (USDA 2008) to 
calculate a maximum bound for the potential change in value of forage production resulting 
from climate change. In this case, no conversion to AUM is necessary. We assume that forage 
                                                
5 Ideally, we would capture regional differences using the state data as a neutral climate future and 
adjusting costs per cow (lease fees, supplemental feed, and operating costs) and revenue (given county 
livestock price data), yielding different profits for each pound of forage in a given county in California. 
However, insufficient county-level data are available to accurately include them in this report, so a state 
average is used. 
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and hay are equally nutritious on a one-to-one basis and so a simple, direct cost of replacement 
is calculated on a pound-by-pound—forage for hay—basis, yielding a value of approximately 
$78/ton. 

The economic cost of hay is roughly ten times the economic value of natural forage in terms of 
increased profit from one ton of natural forage. More research would be needed to determine 
exactly what types of feedstock could be substituted for natural forage. Discrepancies could 
arise with this option as the hay market is not necessarily directly tied to the livestock market 
and includes other uses for hay in its price. Further, the future real market price of hay could 
change due to a number of other factors. 

Predicting the Value of Future Forage Production  

The vast majority of the 100 million head of cattle and 6 million head of sheep in the United 
States depend on forage grasses at some point in the production cycle (Pons 2005). The USDA 
estimates a total cattle count of approximately 5.5 million cattle in 2007 for the State of 
California (USDA Livestock Report 2007). The California Agricultural Statistics Service 
estimates the economic value of cattle in the livestock market to have been $2.49 billion (2007 
dollars) in 2002 (the most recent census year), ranking the state eighth in the United States in 
livestock revenue (USDA Livestock Report 2007).  

Table 4 shows the potential impacts of climate change on the livestock market. A decrease in 
forage production as projected with different climate models and at different future time 
periods directly affects estimated values of livestock or the costs of substituting missing forage 
with low quality hay. Excluding a slight rise in the neutral climate future scenario for 2005–2034 
(with an estimated value of $15 million in livestock and $50 million in hay), most projections 
predict a decrease in forage production to varying degrees for all three time periods. For 2070–
2099 under the high (A2) emissions scenario, the decreases from neutral climate future translate 
to projections of statewide economic losses ranging from (in 2007 $) $50 million to $92 million 
for livestock, and $170 million to $312 million for hay. Under the low (B1) emissions scenario, 
we project lower estimates of loss, with a range of $22 million to $70 million for livestock and 
$74 to $235 million for hay in the same time period. The choice of valuing forage using livestock 
profits or hay prices clearly makes a large difference (a factor of five) in the rough estimations 
provided here. This illustrates the need for a more robust and county-specific calculation of 
“profit-per-cow,” as well as a more thorough investigation of the true cost of a substitute for 
lost forage production. The latter examination would most likely reveal a more accurate price 
than the approximation provided by equating forage to an average cost of low quality hay in 
California. 

Conclusion: Forage Production 

All models and scenarios indicate that the economic value (measured as lost profits or increased 
costs of feeding cattle) will be substantially lower under projected scenarios of climate change. 
In the near term, annual changes in profits are predicted to range from a slight increase in 
profits ($15 million) to losses of up to -$36 million. By 2070, the average annual profits of cattle 
ranching could be between $22 million and $92 million lower due to climate change. To put 
these figures in context, we consider what steps ranchers may take to offset losses of natural 
forage. We estimate that the least-cost option of replacing natural forage with hay would 
require that cattle ranchers spend roughly ten times this amount, for all periods and scenarios, 
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on forage substitutes like hay. As a result of the decline in forage production, the total expected 
value of livestock in California would decline. 

Forage production declines dramatically by the end of the century (2070–2099) in all model-
emissions scenario combinations. This trend is largely promoted by increased water use 
efficiency under elevated atmospheric CO2 concentration which allows woody species to 
establish and expand into grasslands and open woodlands. If one were to include human 
ignition sources into the model and browsing of woody seedlings by local herbivores, it is likely 
that the model results would be dramatically altered. Increased fire frequency in the desert 
shrub and shrub systems promotes conversion to grasslands by killing young woody seedlings 
and affecting recruitment.  

2.3.2. Ecosystem Services With a Discussion of the Economic Value at Stake: 
Two Case Studies Regarding the Effects on Water  
Water Quantity 
Water supply is a provisioning service describing water used for extractive and in situ purposes. 
Extractive water use includes municipal, agricultural, commercial, industrial, and thermoelectric 
power uses. In situ use includes hydropower generation, water recreation and tourism, 
transportation, and freshwater fish production. Water supply can also support cultural services 
including spiritual uses, and aesthetic appreciation. Trade-offs are inherent in the supply of 
water services which are directly affected by ecosystems and climate as water moves through a 
landscape. This report focuses on water supply for a cultural service such as recreation (skiing) 
and water supply for an in situ service such as instream flows for freshwater fish production. 

Water Quantity Provision Modeling 

Streamflow 
We used the projected streamflow output from the Variable Infiltration Capacity (VIC) 
modeling completed by Dr. Edwin Maurer for the California Energy Commission’s scenarios 
2008 report to estimate the projected changes in water ecosystem service production and 
valuation due to projected climate change. Variable Infiltration Capacity is a macroscale 
hydrologic model developed by Xu Liang at the University of Washington. The model takes 
into account energy and moisture fluxes for each modeled grid cell, including soil and 
vegetation cover processes (Liang et al. 1994). The VIC modeling considers only natural flows, 
without considering water distribution infrastructure. Representation of the current and future 
diversions and allocations of water throughout the state is beyond the scope of this assessment 
and has been addressed by other project teams. Eighteen sites were included in the VIC runs 
(Table 6). 
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Table 6. Stream gauging stations for which streamflow data were 
available 

Gauging Station  

Smith River at Jed Smith SP 

Sacramento River at Delta 

Trinity River at Trinity Reservoir 

Sacramento River at Shasta Dam 

Sacramento River at Bend Bridge 

Feather River at Oroville 

Yuba River at Smartville 

North Fork American River at North Fork Dam 

American River at Folsom Dam 

Cosumnes River at McConnell 

Mokelumne River at Pardee 

Calaveras River at New Hogan 

Stanislaus River at New Melones Dam 

Merced River at Pohono Bridge 

Tuolumne River at New Don Pedro 

Merced River at Lake McClure 

San Joaquin River at Millerton Lake 

Kings River at Pine Flat Dam 
 
Monthly modeled and projected streamflow data from 1950–2099 were compiled to assess 
broad trends in the timing and amount of streamflow across the model/scenario combinations 
to qualitatively assess changes in the associated ecosystem service value.  

Climate Change and Snowpack 
Many of the ecosystem services and their values that humans readily recognize are the 
recreational services provided by naturally functioning ecosystems. To analyze the economic 
implications on snow-related recreation of future changes in snowfall, we assessed the changes 
in maximum monthly snowpack (snow water equivalent [SWE] units in millimeters [mm] of 
water) for the different time periods for existing ski resorts. The snowpack data were generated 
by the MC1 model and were run for each of the six model/scenario combinations used in this 
study. We present only the results for the warmer, wetter PCM1 and the hotter, drier GFDL 
models to bracket the range in projected changes in climate. We calculated the average monthly 
maximum snowpack for the three future time periods, and we compared the changes in the 
snowpack to the neutral climate future runs for that time period.  

Projections of Future Water Quantity Provision 

Instream Flow Projections 
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All rivers show an increase in average flow from January to April by the end of the century 
(2070–2099) compared to the historical period with warmer, wetter climate projections by the 
PCM1 model under both the low (B1) and high (A2) scenarios. There is a spike in flow under 
the high emissions scenario in February (60% above historic levels) and in December under the 
B1 scenario (almost 40%, Figure 17). The hotter, drier GFDL projections cause an increase of 20% 
over historic average flows in December under the A2 scenario, resulting from a projected 
increase in the proportion of precipitation falling as rain (as compared to snow) in the 
mountains. From April to October, all model-emissions scenario combinations show a decrease 
in average flow with the greatest drop in June and July.  

 
Figure 17. Projected change in monthly average flow by the end of the century 
(2070–2099), as compared to the historical period (1961–1990), expressed as a 
percentage of historic flows for each model and scenario. The monthly 
average flow (cubic feet per second, cfs) for the end of the century (2070–
2099) was divided by the same month for the historical period (1961–1990). All 
models predict lower average flows from May through October. 

This overall pattern of change is reflected in changes in single river flows with more consistent 
decreases in spring flow with the hotter, drier climate projected by the GFDL model under the 
A2 emissions scenario compared to the warmer, wetter climate projected by the PCM1 model, 
under the A2 emissions scenario (Figure 18). The PCM1 B1 model-emissions scenario 
combination cause the smallest change from historic conditions with no river experiencing 
greater than a 10% decrease in flow on average during this 30-year period, and very few rivers 
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experiencing increases (Figure 18). The greatest increases in flow from historical conditions 
occur from December to March with the PCM1 model projections under the B1 scenario. The 
full set of average spring flows by time period and river with changes from the end of century 
to historical conditions are shown in Appendix C.  

 
Figure 18. Projected changes in average simulated flow for all spring months 
(March–June) flow at the end of the century (2070–2099), compared to historical 
conditions, by gauging station, and across AOGCM-scenario combinations 
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Spatial shifts in instream flow are also important to quantify to document their impacts on 
ecosystem services (Figures 15 and 16). For the PCM1 B1 model-scenario combination, the 
changes in flow are positive for the southernmost rivers, while the average flow decreases for 
the northern rivers (Figure 20). The difference between the impacts of PCM1 and GFDL climate 
projections is also much greater in the southern rivers than the northern ones. The Chinook 
Salmon critical habitat for the Central Valley Spring-Run is shown for reference (Figures 19 and 
20). For streamflow, the A2 scenario causes a similar pattern of change to the B1 scenario, with 
small increases in average spring flow in southern rivers (Figure 20). The pattern of change with 
the PCM1 model projections is almost linear from north to south, while GFDL model 
projections cause large decreases in spring flow. 
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Figure 19. Net change in average flow from March through June as projected by 
the end of the century (2070–2099), compared to the historical period under the 
low (B1) emissions scenario. The circle outlines the change with the GFDL 
model, and the fil led circles show the change with the PCM1 model. 
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Figure 20. Map of net change in average flow from March through June as 
projected by the end of the century (2070–2099) compared to the historical 
period under the high A2 emissions scenario. The circle outlines the change 
with the GFDL model and the fil led circles show the change with PCM1 model. 
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Snowpack Projections at California Ski Areas 
Climate change will likely result in significant changes to the distribution, quantity, and 
duration of snowpack available for use by the California snow sports and ski industry. Resorts 
located at lower elevations stand to experience a significant drop in snow-related recreation 
viability (Nolin and Daly 2006). Elevation and temperature are the critical variables for climate 
impacts on snow. In the Pacific Northwest, snowlines could shift by as much as 1100 feet 
towards higher elevations by 2050 with a 2.2°C (4°F) increase in temperature (National 
Assessment Synthesis Team 2001). Resorts located at lower elevations stand to experience a 
significant drop in snow-related recreation viability (Nolin and Daly 2006). A study from 
Oregon State University projects a large increase in the proportion of snow falling as rain 
throughout many of California’s resort areas (Stauth 2006). The IPCC projects ski visit season 
losses in the Sierra Nevada region of California in 2050 to range from three to six weeks, 
excluding the effects of interventions like snow making (Field 2007).  

Based on latitude and longitude coordinates, as well as elevation data for most of the 29 ski 
resorts currently operating in California, our model simulated impacts at each ski resort 
location for the two climate change scenarios examined. A strong downward trend in snowfall 
through time is projected for all ski areas under all scenarios, as shown in Figure 21 below. The 
data on snowfall are presented as millimeters of snow water equivalent, which reflects the 
depth of water that would result from the melted snow. This is a more accurate measurement 
than snow pillows, because depth is variable and inconsistent as settling occurs (Jeff Dozier, 
personal communication, August 2008). 

Hayhoe et al. (2004) also produced models that projected steep declines in snowpack for the 
state. Their study shows a dramatic decline in SWE by 2099, with many resorts receiving 70%–
95% less snow than a neutral climate future scenario without climate change. All models and 
scenarios show a small percentage of SWE remaining at lower elevations.  

Valuing the Impacts of Climate Change on Water Use 

The economic values associated with the provision of surface water differ depending on the 
ultimate use of water. The values arise from the direct use of water by residences, municipalities 
and industry, irrigation for farming, and hydropower. Indirectly, surface water is an 
intermediate input to commercial fisheries, recreational fishing, recreational boating, and snow-
related recreation. These intermediate services, in turn, affect the production of end uses or final 
services. For instance, change in instream flow impacts commercial fisheries, recreational 
fishing, recreational boating, municipal and industrial use, irrigation, hydropower and flood 
mitigation. Change in snowpack can affect related recreation (skiing/snowmobiling), flood 
mitigation, municipal and industrial use, and hydropower. Excessive surface water can also 
provide an economic disservice or economic cost by creating flooding and causing coastal and 
freshwater pollution that can affect beach and other recreation. 
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a. Hotter, drier GFDL Model for Low (B1) Emissions Scenario (% change in snow water  

equivalent [mm H20] from neutral climate future) 

 
b. Hotter, drier GFDL Model for high (A2) Scenario (% change in snow water  

equivalent [mm H20] from neutral climate future) 

Figure 21. Projected decline in snowpack at Ski Resorts in California 
during the 21st century, under both low emissions scenario (a) and high 
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emissions scenario (b) for  
the hotter, drier climate (GFDL model) 

In addition to this paper, the economic value and importance of water use and potential 
climate-driven changes in these values is being addressed by at least three other Scenarios 2008 
projects: climate change impacts on hydropower (Madani and Lund 2008), municipal/industrial 
(Hanemann and Vicuna 2008) and agriculture use of surface water (Joyce et al. 2008). We focus 
our research on examining the impacts of climate change on ecosystem service production—an 
economic aspect of value change that is not considered by the other studies. With this in mind, 
we identify two important ecosystem services that may change due to the affect of climate 
change on precipitation patterns: snow-related recreation and commercial and recreational 
fishing.  

Economic Impacts on the Snow Recreation Industry 

The economics of the ski industry are likely to be heavily affected by a changing climate. 
Currently, Scott and McBoyle (2007) report that the entire U.S. ski industry generates an 
estimated $9 billion of direct revenue. The California Ski Industry Association estimates that 
skiers in California enjoyed 7.2 million visitor days (80% of which are local visits from within 
California) during the 2007/2008 ski season, and in the process spent, and thus generated an 
economic impact of, more than $500 million, including expenditures on lift ticket, rentals, 
parking, and other related activities. Visitation records for California ski areas are collected by 
the California Ski Industry Association from each resort’s general manager under a 
confidentiality agreement. The breakdown, nationwide, of these gross expenditures by category 
is shown in Table 7 below: 

 

Table 7. National Ski area revenue source, 2007  
Revenue sources (%) 
 

1974–1975 2001–2002 

Lift tickets 79.4  47.4  
Food and beverages 2.8  14.1  
Lessons 2.8  9.8  
Accommodations/lodging 1.8  9.4  
Other 2.1  7.2  
Retail 1.5  5.5  
Rentals 4.5  5.3  
Property operations 5.1  1.2 

 
 

Data source: National Ski Area Association (NSAA) annual state of the 
industry reports 
Table source: Scott and McBoyle 2007 

 

The Economic Value of Skiing in California 
Skiing opportunities in California also contribute to the economic well-being or value of 
Californians. These additional values, called non-market values or consumer surplus, reflect the 
willingness of skiers to pay to ski, beyond what they actually pay. In California, this non-market 
value reflects the convenience and quality of skiing at nearby ski areas within the state. Each 
year the state attracts over a million out-of-state and international visitors. It is likely that the 
convenience and quality of skiing in California generate substantial economic value from this 
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large number of local visitors and thus ski areas create a consumer surplus for visitors enjoying 
the slopes and resorts in California. Like other uses of public recreational areas, a full 
understanding of the economic value of skiing requires that we estimate its market and non-
market value together (Kaval 2006, p.2).  

Existing literature provides a variety of estimates for the non-market value of skiing in 
California and other western states (Kaval and Loomis 2003; Rosenberger and Loomis 2000; 
Vaske et al. 1980; Bergstrom et al. 1991; Coupal et al. 1997; Walsh et al. 1983; Walsh et al. 1984). 
To approximate the non-market value of snow in California under different climate scenarios, 
we use estimates of consumer surplus for downhill and cross-country skiing derived by a meta-
analysis of non-market consumer surplus values for outdoor recreation in the United States. 
This study included a total of 1,229 observations over 30 years and a mean sample size of 1,460 
(Kaval 2006). In the study, Kaval and Loomis estimate the non-market values of downhill skiing 
for the Pacific Coast Region (California, Washington, and Oregon) to be $24.14 per person per 
day in 2007 US$. For 2007/2008, this equates to around $174 million (in 2007 US$) for downhill 
skiing in California. It should be noted that Kaval’s consumer surplus value estimates for cross-
country skiing in the Pacific Northwest and snowmobiling in the inter-mountain region 
(western Wyoming, Utah, Idaho, Nevada and portions of Colorado and California) are $46.95 
and $51.88 respectively, per person per day, in 2007 US$, showing a significantly higher level of 
consumer surplus for each of these other snow-related activities. Because we use the lower 
value of $24.14 for all skiing, our findings should be considered conservative. 

Climate Impacts on Snowpack at California Ski Areas 
Reduced snowpack and higher temperatures have been shown to decrease ski resort visitation 
demand generally (Englin and Moeltner 2004). The CSIA estimates approximately 7.2 million 
visitor days to ski resorts in California and a total spending at resorts of approximately 
$500 million in 2007/2008. Should a 70%–95% decrease in SWE occur, as projected by the GFDL 
model under the A2 climate scenario, visitation and thus expenditures are likely to decrease 
significantly due to a severely reduced number of available ski days (reflected by a shortened 
ski season and fewer resorts located at higher elevations), but the exact magnitude of this 
decline is difficult to predict at this time because shrinking local availability of ski days may 
serve to increase the local price of lift tickets. 

Snowmaking can play an important role in mitigating decreases in snowfall and should be 
adequately accounted for in a thorough quantitative study of the ski economy’s responses to 
climate change (Scott et al. 2002, 2003). Many of the lower elevation, southern California resorts 
(Bear Mountain, Snow Summit, and Mountain High) already rely almost entirely on 
snowmaking (Jeff Dozier, personal communication, August 2008). This is a costly activity, with 
prices close to $1000/acre-foot of snow, plus the cost of the water itself (Gelt 2006). However, 
snowmaking requires freezing temperatures, and since all of the future scenarios of climate 
change project increases in temperature year round, the ability to make snow will be limited for 
some resorts.  

The Change in Economic Value Due to Climate Change and Changes in Snowpack on the Ski and Snow 
Recreation in California 
As mentioned earlier, skiing in California generates economic value to skiers that may not be 
captured by ski resorts. We estimate this value to be approximately $174 million annually. 
Decreased snowfall combined with increased average temperatures are likely to lead to a 
decline in the demand for skiing and thus a reduced economic value to skiers, even those who 
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continue to ski in California. If higher elevation resorts retain their desirable characteristics 
while lower elevation locations experience reductions in snowfall (and quality), demand will 
likely shift to the higher elevation locations or to out-of-state ski areas. Substitution to higher 
elevation resorts, however, is unlikely to completely offset losses at lower elevation ski resorts. 
First, if higher elevation resorts are farther from population centers, the average cost of making 
a ski trip will increase for California skiers and these increased costs will result in fewer trips, 
all other factors staying constant. Second, the consumer surplus enjoyed by skiers will 
undoubtedly fall for most California skiers if we assume that the fewer options for skiing 
necessarily means fewer choices for skiers. The concept is a common one in economics and 
suggests that if all sites currently receive visits, then it must be the case that each site is the 
optimal site for at least those visitors that choose those sites. Finally, if more visits are made to 
the remaining sites, congestion is likely to become a problem, further reducing the demand for, 
and enjoyment from, skiing at California ski resorts (Walsh et al. 1983). Walsh et al. (1983) 
examined congestion’s role in decreased willingness to pay for lift tickets at resorts in Colorado 
by considering the impacts of lift-line waiting time and the number of skiers per acre. They 
measured the benefit newly available areas of skiing provide by relieving congestion in 
currently over-used areas, and they examined individual willingness to pay (i.e., how much a 
skier would be willing to pay) for reduced congestion in the existing sites. A decreased season 
length, due to less snowfall, has also been shown to correlate with higher participation on the 
days that skiing is still possible (Scott and McBoyle 2007). This is mostly like due to more people 
squeezing their skiing into fewer available days. 

To conclude, snowpack in California supports substantial market and non-market values 
related to skiing. We estimate the market impact of direct expenditures from ski resort to be on 
the order of $500 million annually and the non-market value of skiing to Californians to be 
approximately $174 million. Climate change puts both market impacts and non-market values 
at risk, but to date we are unable to predict exactly how these values are likely to change due to 
climate change and change in snowpack. Given the large magnitude of these values and the 
demonstrated sensitivity of skiing to snowpack, we recommend further research on the effects 
of snowpack on California skiing, including a better understanding of how California skiers will 
use substitute sites in other states or substitute activities within California.  

Economic Impacts of Climate Change on Salmon Fishery 

Climate change is likely to have a serious impact on salmon production and the recreational 
and commercial fisheries that depend upon them. The primary effects of climate change on 
salmon include stream temperature and precipitation-related changes to the quantity and 
timing of stream flow, especially the timing of spring runoff and average flow (Flemming et al. 
2002; Pendleton et al. 1998; Anderson et al. 1993). Anadromous species of salmon—those that 
live in the ocean but reproduce in rivers and streams—migrate hundreds of miles as part of 
their natural reproductive cycle. Because of the wide ranging nature of salmon in the ocean, 
salmon caught in California coastal waters may reproduce in streams and rivers in California or 
elsewhere along the Pacific Coast of North America. Similarly, it is possible that salmon that 
reproduce in California streams and rivers may be the target of commercial fishers and sports 
anglers in other states. 

Our current understanding of the quantitative links between climate change, salmon abundance 
and distribution, and economic impact and value is incompletely developed for California. 
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Nevertheless, because salmon is an iconic species and one likely to be highly sensitive to climate 
change, we briefly describe here the potential economic impacts that climate change could have 
on the salmon fisheries in California. We consider how changes in stream flow might affect 
salmon populations and provide a short discussion about how we might value such potential 
changes in salmon populations.  

As shown in the water quantity provision models above, all rivers show a future increase in 
average flow between January and April, compared to historic conditions. These projected 
changes in river hydrology result from earlier snowmelt and increases in the elevation at which 
freezing occurs. Such changes will result in decreased summer runoff and increased winter 
runoff. The egg incubation period generally occurs between mid-October and mid-February. If 
climate change results in increased peak flows (winter flows) as the models projects, gravel 
shifts caused by flooding may become more frequent and larger, making eggs more vulnerable 
to destruction (Flemming et al. 2002; Battin et al. 2007). Increased flows may also occur when 
juveniles are emerging, making them more susceptible to displacement. 

During the spawning period, climate change is likely to decrease average flow. In this case, 
adult salmon will encounter lower river flows during their pre-breeding migration which may 
impede their passage upstream because some river obstacles can only be passed during high 
flow conditions. Delays in reproduction and mortality may then occur, particularly in cases 
where the spring flush that results from snowmelt is substantially reduced. Low flows are also 
expected to select against large adult body size, which could result in reduced size of 
harvestable salmon (and thus their associated value) in many rivers. 

Climate-driven changes in stream flow have been predicted to change the abundance of spring 
Chinook salmon from the Yakima sub-basin that could be available to fishers (Chatters et al. 
1991 and Anderson et al. 1993). While a specific model for California stream and river systems 
does not exist, it is likely that the effects would be similar. 

Anderson et al. (1993) attempts to estimate a more comprehensive economic value of the 
potential impact of climate change on Chinook salmon by calculating the sum of a variety of 
economic impacts, including market impacts and non-market impacts associated with use and 
non-use values for salmon. They include recreational value, existence value, capital value and 
other values of an adult spring Chinook salmon in their estimate. Because of limited data 
regarding the value of California salmon, we focus on two important components of this “total 
value” of salmon—recreational value and commercial value. The recreational value represents the 
probability of a Chinook salmon being caught by a recreational angler times the current 
estimated average recreational value of fish. Commercial value is the probability of a Chinook 
salmon’s being caught commercially times the current estimated average commercial value.  

We look specifically at the ways in which climate change may affect the economic impact 
(measured as gross revenues from commercial fishing and expenditures by recreational fishers) 
and non-market value of Chinook salmon that live and reproduce in California’s Central Valley 
which includes the ocean fishery for Chinook salmon south of Point Arena. An exhaustive 
review of the growing literature on salmon and salmon values is beyond the scope of this 
report. We do, however, provide a brief review of selected findings that are particularly 
relevant to California 

Commercial Value 
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The Pacific Fishery Management Council provides estimates of the Chinook stocks and includes 
the sum of ocean harvests of Chinook from the Klamath River area, as well as the Central 
Valley, south of Point Arena plus the Central Valley adult Chinook spawning escapement 
(PFMC 2008). According to PFMC estimates, the average size (1998–2008) of the Chinook 
salmon run is 796,810 fish (PFMC 2008), with an annual harvest rate of 31%. In the Klamath 
River, the average size of the Chinook salmon run is 515,660 and the average harvest rate is far 
lower at 9.7%. 

To determine the gross economic revenues generated by the commercial fishing of Chinook 
salmon for the State of California, we use data from the Pacific Coast Fisheries Information 
Network (Pacfin) to calculate the 10-year (1998–2008) average ex-vessel revenue, adjusted for 
inflation. The ex-vessel revenue represents the amount of money paid to the fisher at the time 
fish are off-loaded from the fishing vessel. Over the last ten years, commercial fishers earned an 
average of $13 million (in 2007 inflation adjusted dollars) annually in (ex-vessel) revenues 
associated with salmon fishing in California, nearly all of which was Chinook salmon. The 
PFMC estimates that more than 245,000 of the salmon caught by California vessels were 
dependent upon Central Coast streams and resources.  

The gross revenues of the commercial salmon fishery do not reflect the “economic value” of the 
future fishery. First, the economic value of the fishery is more closely related to the net revenue 
generated by the fishery—revenues minus costs. Hackett and Hansen (2008) report that 
following the dramatic decline in the salmon fishery from 2005 to 2006, the net revenues of 
salmon only fishing in the state were strongly negative (-$4.8 million) with more than 69% of 
the fleet experiencing negative returns. Even at its peak of $25.6 million in 2004, these gross 
revenues only indicate the maximum possible returns—net revenues are always a fraction of 
these gross receipts. Second, while gross revenues do not capture economic value, they do 
represent economic throughput which helps to support jobs, wages, and taxes. A 2001 study by 
Niemi et al. found that in the Pacific Northwest, 1.5 full-time jobs were created for every 
thousand salmon caught commercially. 

Recreational Value 
Salmon are targeted by sport anglers in coastal waters of California and in the streams and 
rivers where salmon reproduce. We know that ocean sport fishers landed an average (1998–
2008) of 96,900 Chinook salmon per year in the Central Valley region. Data collected by 
California Department of Fish and Wildlife in 1998, 1999, 2000, 2001, 2002, and 2007 show that 
river anglers in the Central Valley region also landed an average of 71,200 Chinook salmon and 
released approximately 28,900 annually, with a total annual catch of approximately 100,200 
Chinook. Over the period for which we have data, more than 197,000 Chinook salmon were 
caught on average by ocean and freshwater anglers in the Central Valley. 

Like other ecosystem values discussed in this report, salmon have both market value (economic 
impact) and non-market value. More so than other ecosystem services considered here, salmon 
also have important and well-established cultural values.  

A variety of studies have attempted to value salmon using non-market valuation techniques. 
The results provide a wide range of values. Johnston et al. (2006) conducted a meta-analysis of 
recreational fishing values and found that the marginal value of Chinook salmon ranged from 
$3.99 to $327.59, and depended upon attributes of the angler, the abundance of salmon, and the 
attributes of the natural environment. Studies by Niemi et al. (1999 and 2001) estimated that the 
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value of an additional salmon caught in the Klamath River would be worth $136/fish (in 2007 
dollars) beyond what anglers already pay for access, bait, and tackle. These marginal values 
reflect the value of one more salmon caught or not caught, but do not help us estimate an 
overall non-market value of the existing recreational fishery for salmon in California. Another 
measure of the value of recreational salmon fishing is the average non-market value of a day 
spent salmon fishing. Pendleton and Rooke (2008) review the literature and find that the non-
market value of a recreational sportfishing trip in California $15 to $97/day. The non-market 
value of trips dedicated solely to salmon and/or halibut are $99 to $146/day for recreational 
angling in Alaska (Hamel 2000). Without an estimate of the average recreational value of a 
salmon or the total number of trips dedicated to salmon fishing in California, it is impossible to 
estimate the total potential non-market recreational value of the fishery.  

Like commercial fishing, recreational fishing for salmon also generates substantial market 
impacts. Niemi et al. 2001 estimate that every salmon caught in the Pacific Northwest may 
result in $99 (in 2007 dollars) of expenditures per fish, on average and as many as four jobs for 
every thousand salmon caught. Meyer Resources (1997) estimate recreational expenditures of 
$110/fish (adjusted to year 2007.) The National Marine Fisheries Services (2006) estimated that 
expenditures associated with salmon fishing south of Point Arena averaged almost $15 million 
in year 2007 dollars. Based on these preliminary figures, we estimate that recreational salmon 
fishing in California may generate on the order of $20 million in gross revenues for local 
businesses and as many as 200 full-time jobs. 

It is important to note that recent declines in salmon stocks, caused by water shortages and 
habitat change and destruction have depressed the economic contribution of salmon to 
California’s recreational economy. Climate change will likely make efforts to restore salmon 
fisheries considerably more difficult, but it is difficult to know how climate change and other 
causes of decline in salmon population will interact.  

Conclusion: Water Provision 
One of the most profound shifts in ecosystem service provisioning in the future will be the 
changes in water availability supporting humans and nature. Under all models and emissions 
scenarios, California rivers show an increase in average flows in the winter as a result of more 
precipitation falling as rain instead of snow. Consequently, all model-scenario combinations 
show a significant decrease in average flow in the dry months, with the greatest drop in June 
and July. 

Snowpack for Skiing 

Snowpack in California supports substantial market and non-market values related to skiing. 
The changes in the magnitude, form and timing of precipitation are likely to result in significant 
impacts to the snow recreation industry. The decrease in overall number of ski and snow-
boarding resort visits (from fewer snow recreation areas) provide a preliminary estimate of the 
potential economic impact that may result due to changes in snowfall. With approximately 
7.2 million visitor days to ski resorts in California and a total spending of approximately 
$500 million in 2007/2008, a 70%–95% decrease in snow water equivalent will decrease the total 
value of the industry. While the non-market impact of direct expenditures from ski resorts is on 
the order of $500 million annually, the non-market value of skiing to Californians is 
approximately $174 million. Climate change puts both market impacts and non-market values 
at risk, but to date we are unable to predict exactly how these values are likely to change due to 
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climate change and change in snowpack. Given the large magnitude of these values and the 
demonstrated sensitivity of skiing to snowpack, we recommend further research on the effects 
of snowpack on California skiing, including a better understanding of how California skiers will 
use substitute sites in other states or substitute activities within California.  

Instream Flows for Salmon 

The salmon fishery has been a modest, but locally important component of the state’s 
commercial and recreational fisheries. While little data exist to demonstrate the exact economic 
contribution of the salmon fishery, we estimate that the salmon fishery has supported as much 
as $33 million in economic throughput ($13 million in gross revenues from commercial fishing 
and $20 million in gross expenditures by recreational anglers) on average each year. Clearly, 
climate change threatens both the commercial and non-market values associated with 
recreational salmon fishing. 

In addition to the direct use value, salmon are important for a variety of other reasons, 
including their role as important components of riverine ecosystems, icons of nature, and as 
spiritual and cultural figures for native Californians. Numerous studies have attempted to place 
a value on these non-use values for salmon inhabiting other parts of the country (see for 
instance Layton et al. 1999 or Bell et al. 2003). 

Salmon and the values associated with them are indicative of many other species that depend 
on stream flows. Many other fish, including trout and other freshwater game fish, bears, birds, 
and a variety of other animals and plants will likely be affected directly by changes in stream 
flows. Downstream, numerous species that depend on salmon as prey also will likely be 
affected by climate change. In this section, we briefly outlined how these important species 
contribute to local revenues, jobs, and economic well-being. Further research is needed to better 
understand the economic importance of these species and the impacts that climate change may 
have on these values. 

2.3.3. Climate Change and Its Effects on Other Ecosystem Services: The Case of 
Biodiversity Change 
In the above, we provide selected examples of how climate change may affect ecosystem 
services that support important economic activities and values in California. The effects of 
climate change on ecosystems and services, however, is likely to be widespread, affecting the 
functioning, range, and composition of most terrestrial, aquatic, and marine ecosystems. In 
some cases (e.g., land and forest cover) there are direct and obvious impacts of climate change 
on economically important ecosystem attributes. In other cases, including the impacts of climate 
change on marine ecosystems, the effects of climate change will be more difficult to see. Much 
of what happens in ecosystems is largely out of view.  

One important aspect of ecosystems that often is outside of public view, and thus is difficult to 
value, is the contribution of biodiversity to the economic well-being of Californians and the 
functioning of the California economy. Biodiversity represents the number and proportion of 
species in the ecosystem. Biodiversity also reflects the increasing rarity of many species. We 
already live in a period of unprecedented loss of many important species, and climate change is 
likely to affect the ability of species to adapt to other changes in ecosystem and environmental 
condition. Loss of these species, especially species that people know and enjoy directly, will 
have an impact on the economic well-being of local Californians and tourists who come to 
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California, in part or specifically, to see such species as otters, redwoods, sequoias, condors, and 
many more plants and animals. Loss of these species also will affect the resiliency of ecosystems 
to withstand climate-related shocks, including those caused by fire, drought, severe winters, 
and habitat loss. A loss of resiliency, in turn, can lead to the loss of other important species and 
ecosystem services, including watershed protection, agricultural windbreaks, flood control, soil 
creation and protection, oxygen production, the natural mitigation of waterborne and airborne 
pollutants, and even climate control. A loss of resiliency also can make ecosystems and habitats 
more vulnerable to invasive species, including species that are direct competitors with farming, 
fishing, and hunting; species that are pests; and species that threaten public infrastructure (e.g., 
zebra mussels). In this section, we look at the effects that climate change may have on terrestrial 
biodiversity, especially the distribution of rare species. Our goal in this section is to demonstrate 
the potential magnitude that climate change may have on the basic functioning of ecosystems, 
especially the genetic and species integrity of ecosystems. The analysis serves as an example of 
how broad our thinking on the matter of climate change and ecosystem services should be and 
how little we know of the total economic impacts of climate change on these ecosystems. We do 
not discuss the impacts of climate change on aquatic and marine ecosystems and their 
biodiversity and resilience, but note these impacts are likely to be as substantial and difficult to 
assess. 

Biodiversity Modeling 

To assess projected impacts of climate change scenarios on biodiversity in California, we 
construct ensemble species distribution models (SDMs) (Araujo and New 2007) for terrestrial 
species that forecast temporal changes in bioclimatic suitability. Summaries of modeled species 
responses help compare the magnitude and direction of geographic shifts expressed by changed 
in elevation, latitude, longitude, and percent area. We relate projected shifts to factors expected 
to drive responses, including emissions scenarios, global climate models, and broad taxonomic 
groups (Thomas et al. 2004). Species distribution models derive ecological relationships 
between field observations and spatial predictors using alternative statistical methods (e.g., 
Bioclim, Domain, and Maxent) (Austin 2002). The resulting ecological relationships can be 
easily projected into alternative climate scenarios and time periods.  

Most species distribution modeling methods make two fundamental assumptions: (1) that 
species distributions are in a state of equilibrium with respect to the current environment, and 
(2) that all factors limiting the distribution of the organism are considered in the model. These 
simplifying model assumptions remain untested here, but the urgency of climate change 
dictates some action in lieu of complete knowledge about the system (Austin 2006). The SDMs 
in this study are designed to reconstruct species’ potential distributions through time, as 
defined entirely by abiotic (climatic) limiting factors. We anticipate these SDMs over-predict 
organisms true distributions (Thuiller 2004), given we make no attempt to distinguish between 
the effects of past climates on current distributions (Araujo and Pearson 2005), and we do not 
incorporate significant limiting factors such as biotic interactions (Guisan et al. 2006) and 
dispersal limitation (Pearson and Dawson 2003).  

Despite these standard caveats, our approach allows us to test two general questions about how 
climate change scenarios may affect California biodiversity. First, we ask how model projections 
vary with respect to emissions scenarios, AOGCMs and/or taxonomic groups. Second, we ask 
whether model projections support simple theoretical predictions that organisms may migrate 
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poleward and/or uphill to track shifting climate spaces (Parmesan and Yohe 2003; Parmesan 
2006). 

Biodiversity Occurrence Data 

This study models climate change impacts for 240 rare and imperiled terrestrial species 
described in the California Natural Diversity Database (CNDDB) (California Department of 
Fish and Game 2008), including amphibians (n=12), birds (n=29), invertebrates (n=7), mammals 
(n=25), reptiles (n=13), and plants (n=154). Using ArcGIS (ESRI 2006), a series of filters were 
applied to the available CNDDB records prior to modeling (n=58,503 total), resulting in the 
dataset qualified for this analysis. First, only terrestrial species were selected, including 
amphibians. Purely aquatic targets were excluded based upon a lack of statewide spatially 
explicit time-series hydrology data.  

Second, records were excluded if they lacked data necessary for biodiversity analysis, including 
those lacking community observations, maintaining low positional accuracy (> 1 mile), and that 
were non-natives, and/or species with low conservation status (both global and state 
conservation rank > 2). Third, historical observations dating from 1860 to 1959 were excluded 
due to low spatio-temporal resolution in the dataset. Fourth, we reduced the remaining records 
to a subset of current (1960 to the present), using only those that had at least 10 spatially unique 
occurrences at a 12 km resolution falling within the study area (n=4404). In all, the final species 
selected for niche modeling include only terrestrial species of high conservation interest with 
> 10 spatially unique current observations. The complete list of species names, common names, 
taxonomic groupings, and unique observation counts are listed in Appendix A. 

Climate Data Preparation  

Inputs for climate data were prepared as annual mean monthly climate grids (1960–2099) for 
minimum temperature, maximum temperature, precipitation, soil moisture of the top layer, and 
net radiation. From these data, we derived 35 bioclimatic variables summarizing seasonal 
indices of temperature, precipitation, soil moisture and radiation using an amended form of  
an .aml script by R. Hijmans (www.worldclim.org/mkBCvars.aml).  

Species Distribution Models 

For each species, climate scenario, and temporal projection, we generate species distribution 
based upon alternative statistical methods of species distribution modeling—Bioclim (Nix 1986; 
Busby 1991), Domain (Carpenter 1993), and Maxent (Phillips et al. 2004; 2006)—in the hopes of 
drawing upon comparative methodological strengths and weaknesses of each (Elith et al. 2006; 
Hijmans and Graham 2006). Inference in these methods is driven by correlative patterns 
between observations in the field and environmental attributes, but there is no formal 
mechanistic description about the underlying processes governing distributions (Kearny and 
Porter 2004; Kearny 2006; Monahan and Hijmans 2008). Maxent models were generated using 
java freeware version 3.2.1 with the default settings for convergence threshold (10-5) and 
maximum number of iterations (500). Maxent model output grids result in a continuous range 
of relative suitability scores (0–100), based upon the principle of maximum entropy. Bioclim and 
Domain models were generated in R (R Development Core Team 2007) using modified versions 
of scripts used to validate how well projections based upon rich historical datasets recover 
current observed distributions (Monahan and Langham 2008). The domain function 
implemented in R required the adehabitat (Calenge 2006) and ade4 packages (Chessel et al. 



 
 
 

 57 

2004; Dray and Durfour 2007; Dray et al. 2007). Processing of ASCII climate grids and species 
point data in R required standard spatial packages, including fields (Furrer et al. 2008), foreign 
(DebRoy and Bivand 2008), maps (Becker et al. 2008), maptools (Lewin-Koh et al. 2008), sp 
(Pebesma and Bivand 2005), and spam (Furrer 2008). Bioclim models were built on the principle 
of multivariate rectilinear envelopes, where outputs values are integers equaling the number of 
predictor variables falling within 95% confidence intervals of species observations for any given 
grid cell (i.e., 0–35). Domain models are driven by a continuous point-point similarity metric 
where output values are a continuous range of relative suitability scores (0–1000). 

To compare directly between SDMs (n=5760), we reclassified continuous grid values in raw 
model outputs as binary grids which then allowed us to convey projected suitable areas versus 
unsuitable areas. For each current SDM (i.e., representing one species, one climate scenario, and 
one niche method from 1961–1990), we calculated the minimum model value that correctly 
predicted 95% of our known species observations as suitable. Threshold values calculated for 
each current SDM were then applied to all three associated future temporal projections (i.e., 
2005–2034, 2035–2064, 2070–2099) resulting in comparable projections of climatic suitability 
across all models. 

For summary statistics, we compared current versus future models, and calculated: (a) how 
mean elevation, mean latitude, and mean longitude values change across time for predicted 
areas of suitability; and (b) how area versus percent area varies in terms of projected 
distribution contractions, expansions, and stability across time. Summary statistics were derived 
in R by calculating the mean grid cell value returned from the product of two grids: a binary 
SDM (where 1= ”suitable” and ”0” = unsuitable) independently multiplied by a grid 
representing three perspectives on geographic position (elevation, latitude, and longitude). The 
summary statistics for area were derived in R by stacking scaled forms of our current and future 
SDMs, to distinguish between areas predicted in only current, only future, or both current and 
future projections, and then multiplying those scaled surfaces by a grid cell area. Summaries 
from different modeling methods (Bioclim, Domain and Maxent) were qualitatively similar 
when considered across emissions scenarios, climate models and taxonomic groups, therefore 
we present model averages for all point estimates. 

2.3.4. Projections of Future Biodiversity Impacts 
Results from the rare and imperiled terrestrial species distribution model runs suggest broad 
trends that fit well with a priori expectations of species responses to climate change: movement 
poleward, coastward, and upslope and greater responses under the high emissions scenario. In 
comparison to low emissions scenarios (B1) by the end of the century, higher emissions (A2) 
projected much larger species migrations to track shifting climates (poleward, uphill, and 
coastal in Table 8) , as well as larger overall contractions of suitable areas (Figure 22). The future 
climate projected by the hotter, drier GFDL model is hotter and dryer than the one projected by 
PCM1 and, as a result, the magnitude of the simulated species responses is greater. 
Comparatively, simulated responses to warmer, wetter climate under the high emissions 
scenario (PCM1-A2) are similar to responses to drier, hotter climate under the low emissions 
(GFDL-B1) (Figure 22). In general, projections of suitable climate space for rare and imperiled 
terrestrial species broadly support progressive, directional shifts poleward and coastward (1s–
10s of kilometers), as well as upslope (10s—100s of meters). Notably, areas with the most stable, 
suitable climates (potential future refugia) diminish rapidly through time and under the higher 
emissions scenario. In addition, the direction and magnitude of transitions from suitable to 
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unsuitable areas (contractions) are consistent across all major taxonomic groups, despite 
geographic and ecological differences. When examining the individual species responses, we 
find less uniformity; nevertheless, a strong signal of shared biological response is present in the 
data. Some areas that maintain unsuitable climate today may transition to suitable climate in the 
future (expansion), which may offset losses, depending on the dispersal limitations and species-
specific habitat requirements. Whereas predicted contractions appear uniform across taxonomic 
groups, expansion estimates vary considerably, with some groups balancing gains and losses 
(i.e., plants, invertebrates, and reptiles), and others projecting only small, irregular gains relative 
to steady losses (i.e., amphibians, birds, mammals, Table 9). Further analysis is required to 
explore how spatial responses vary by ecoregions. 

Table 8. Statewide average projected change in mean latitude, longitude, and 
elevation rare and imperiled terrestrial species in California by time period, 
emissions scenario, and AOGCM 

Δ LATITUDE                                    
(km) 

Δ LONGITUDE                                
(km) 

Δ ELEVATION                                    
(m) TAXA SCEN AOGCM 

T1 

T2 

T3 

T1 

T2 

T3 

T1 

T2 

T3 

N 

PCM1 -8 9 16 9 -8 -11 32 37 99 B1 
GFDL 5 20 32 -4 -15 -30 78 126 166 
PCM1 -3 8 17 -2 -12 -13 23 46 186 

PLANTS 
A2 

GFDL 9 25 41 -13 -23 -43 74 151 333 

154 

PCM1 -21 -10 26 23 10 -8 41 37 70 B1 
GFDL 26 22 48 -9 -4 -23 45 118 136 
PCM1 3 8 22 -4 -6 -2 13 43 157 

INVERTEBRATES 
A2 

GFDL 11 35 46 -4 -16 -12 61 136 321 

7 

PCM1 4 15 21 1 -8 -8 35 43 100 B1 
GFDL 21 24 30 -7 -10 -19 95 153 170 
PCM1 -2 10 20 -2 -9 -1 21 43 204 

AMPHIBIANS 
A2 

GFDL 8 40 43 -4 -30 -31 105 128 293 

12 

PCM1 2 11 17 0 -9 -14 8 22 43 B1 
GFDL 10 23 31 -8 -18 -33 37 74 89 
PCM1 0 13 24 -2 -14 -19 9 22 94 

BIRDS 
A2 

GFDL 11 9 16 -15 -18 -45 37 66 167 

29 

PCM1 4 10 11 1 -8 -8 18 39 79 B1 
GFDL 5 17 26 -2 -13 -26 75 126 134 
PCM1 -1 13 11 -1 -12 -6 17 37 154 

MAMMALS 
A2 

GFDL 8 9 13 -12 -14 -34 57 132 280 

25 

PCM1 -2 10 30 2 -12 -32 -9 9 26 B1 
GFDL 13 21 29 -20 -31 -48 35 71 75 
PCM1 9 18 17 -11 -23 -24 -8 7 103 

REPTILES 
A2 

GFDL 7 6 36 -25 -29 -73 28 67 182 

13 

 MIGRATION INFERENCE POLEWARD = 
(+) COASTAL = (-) UPHILL = (+) 
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Table 9. Statewide average projected change in range size for rare and imperiled 
terrestrial species in California by time period, emissions scenario, and AOGCM  

%  FUTURE 
REFUGIA                     

by CURRENT 
SUITABILITY 

% FUTURE 
EXPANSIONS             
by CURRENT 
SUITABILITY 

% FUTURE 
CONTRACTIONS           

by CURRENT 
SUITABILITY 

TAXA SCEN AOGCM 

T1 

T2 

T3 

T1 

T2 

T3 

T1 

T2 

T3 

N 

PCM1 69 71 60 23 19 26 31 29 40 B1 
GFDL 64 58 48 35 30 33 36 42 52 
PCM1 75 66 46 16 21 31 25 34 54 

PLANTS 
A2 

GFDL 65 45 25 20 45 60 35 55 75 

154 

PCM1 72 70 68 51 23 44 28 30 32 B1 
GFDL 69 70 54 24 53 37 31 30 46 
PCM1 74 71 56 20 28 60 26 29 44 

INVERTEBRATES 
A2 

GFDL 76 59 29 26 48 73 24 41 71 

7 

PCM1 75 78 70 14 10 17 25 22 30 B1 
GFDL 67 63 51 29 20 18 33 37 49 
PCM1 83 77 51 8 12 13 17 23 49 

AMPHIBIANS 
A2 

GFDL 73 44 21 16 21 23 27 56 79 

12 

PCM1 76 83 77 11 14 23 24 17 23 B1 
GFDL 77 72 66 20 24 29 23 28 34 
PCM1 86 81 66 11 17 24 14 19 34 

BIRDS 
A2 

GFDL 80 59 41 20 20 39 20 41 59 

29 

PCM1 68 80 70 11 14 21 32 20 30 B1 
GFDL 68 63 59 15 18 24 32 37 41 
PCM1 84 75 54 13 18 18 16 25 46 

MAMMALS 
A2 

GFDL 73 45 26 14 13 20 27 55 74 

25 

PCM1 68 77 70 25 26 46 32 23 30 B1 
GFDL 72 66 60 34 30 40 28 34 40 
PCM1 77 70 54 32 33 46 23 30 46 

REPTILES 
A2 

GFDL 75 52 35 22 33 68 25 48 65 

13 

 
SUITABILITY INFERENCE % REFUGIA 

decreasing 
 % EXPANSION 

increasing 
% 

CONTRACTION 
increasing  
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Figure 22. Statewide average projected changes in relative area of rare and 
imperiled species in California by 2070–2099 by emissions scenario and 
AOGCM 
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Biodiversity Valuation  
Changes in biodiversity are likely to affect the economic value and impact of nearly all the 
ecosystems touched by these changes. In the previous sections, we showed how selected 
ecosystem changes might result in change in economic value and impact. We do not yet have a 
comprehensive understanding of the total impacts of climate change on biodiversity, ecosystem 
function, ecosystem and species distribution, nor ecosystem resilience, and such an analysis is 
well beyond the scope of this report.  

Conclusion: Biodiversity  
California is widely recognized for some of the highest levels of biodiversity globally (California 
Department of Fish and Game 2003), in part due to the presence of Mediterranean-type 
ecosystems known to harbor ~20% of global vascular plant species in only ~2.25% of the 
planet’s land area (e.g., within California, Chile, the Mediterranean Basin, South Africa, and 
southwest Australia)(Hannah et al. 2007). Climate change is one of the most critical threats to 
biodiversity (Thomas et al. 2004; IPCC 2007). In California, observations of species migrations 
and range contractions driven by recent climate change are already well documented (Moritz et 
al. 2008; Monahan and Langham 2008; Kelly and Goulden 2008). This study re-enforces the 
intuitive, direct link proposed between the vulnerability of California’s biodiversity and global 
emissions trajectories (Hayhoe et al. 2004). Across all broad taxonomic groups we surveyed, 
projections suggest increasing atmospheric greenhouse gases substantially increases negative 
biodiversity impacts. Forecasts of large-scale migrations, range contractions, and losses of 
historical refugia are common and widespread. It is unclear how climate impacts may affect 
current community composition, but some future assemblages may be entirely novel (Williams 
and Jackson 2007). Efforts to maintain future biodiversity in light of climate change will greatly 
benefit from the mapping and protection of: ecosystem services (Chan et al. 2006), speciation 
processes (Davis et al. 2008), potential future refugia (Loarie et al. 2008), and corridor networks 
to facilitate dispersal (Phillips et al. 2008). We stress the fundamental need to integrate science-
based policy goals for climate change mitigation and climate change adaptation. California’s 
ability to steward its unique biodiversity into the future will be highly dependent on the global 
greenhouse gas emissions trajectory. 

3.0 Conclusions and Recommendations  

3.1. Our Findings 
Climate change will change the fundamental character, production, and distribution of the 
ecosystems upon which the economy of California has been built. Ecosystems contribute to the 
local microclimates of California, the production and distribution of water (without which 
populations cannot be sustained nor can they grow), statewide agriculture and ranching, 
tourism and national parks, recreation, and numerous other ecosystem services that protect 
homes, people, and businesses from floods, fire, drought, heat, cold, and pollution. 

In this report we develop a basic framework for linking climate change to ecosystem function, 
production, and resilience and show how changes in ecosystems can affect the economic well-
being of Californians (measured as the value ecosystems create beyond any costs of using or 
maintaining them) and the creation of economic activity (measured as market prices, revenues, 
and expenditures which in turn support jobs, salaries, and taxes.) Our scientific understanding 
of these links is still in the early stages of development. We use new models of ecosystem 
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response to climate change and a review of the environmental and resource economics 
literature to show what the potential impact of these climate impacts might be.  

California’s economy is one of the world’s largest, and much of this economy depends, in some 
way, on ecosystem health. As a result, we find that that large economic changes could result 
regardless of the climate change model or scenario considered. We show specifically how 
climate change could affect: (1) the ability of natural systems to store carbon, (2) the character 
and productivity of land cover especially as forage for cattle, and (3) precipitation and instream 
flows of water.  

3.1.1. The Direct Market Impacts of Climate Change 
Ideally, we would like to model the explicit links between climate change, ecosystems, and 
economic activity, including revenues, jobs, and salaries. As a case study, we show explicitly 
how climate-driven changes in land cover may affect the profits of cattle ranching in California. 
Under a variety of scenarios, we find that climate change could result in economic losses to the 
cattle industry of between $14 million and $191 million by year 2035 and between $22million 
and $312 million for the period 2070–2099 (Table 10). The approach we take for forage could be 
directly applied to a variety of agricultural sectors that depend on natural inputs that might be 
affected by climate change. Important candidates for future research include the contribution of 
pollinators to agricultural production, natural pest controls (including insects and birds), and 
the direct collection and sale of natural products (including wild mushrooms and botanicals.) 

Our understanding of how ecosystem change will affect most marketed economic output is 
only partially developed. Nevertheless, we look at two examples of other uses of ecosystems 
that have direct market impacts: snow skiing and the recreational and commercial harvest of 
salmon. We find that more than $500 million of gross revenue currently is produced by the ski 
industry. These current and future revenues are at risk of serious decline because of the loss of 
natural snowpack that would result under most scenarios of predicted climate change. The 
exact relationship between snowpack and ski area revenues, however, is unknown for 
California and thus we are unable to estimate how much of these revenues will be lost because 
of climate change. Similarly, salmon harvest generates market impacts through the harvest and 
sale of salmon by commercial fishers. While the commercial salmon fishery has experienced 
significant declines in the past decade and the fishery in California was mostly closed for 2008, 
we still estimate annual revenues from commercially harvested salmon to be roughly 
$13 million (Table 10). Recreational fishing for salmon also generates revenues when anglers 
spend money on food, lodging, and supplies. Recreational salmon is an important part of the 
state’s sportfishing industry. We estimate that recreational anglers spend up to $20 million 
annually, much of which could be lost due to climate change. 
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Table 10. Market-related economic impacts from climate-driven changes in 
ecosystem services. The table summarizes the current market value (gross 
revenues, profits, or spending) associated with the direct use of the ecosystem 
service or how future changes in the ecosystem service may affect market values 
(millions $). 

 
 
Climate change also is likely to have a significant impact on the market cost of meeting new 
cap-and-trade goals for carbon emissions. Ecosystems are able to store carbon and, in many 
instances, may cost less per ton of carbon stored than other means of reducing atmospheric 
carbon or emissions. Climate change, however, could substantially change the ability of natural 
ecosystems to store carbon. Using market prices for carbon emissions, which have emerged 
from cap-and-trade systems and voluntary markets, we estimate that the impacts of climate 
change between 2005 and 2034 could result in a potential loss in carbon storage that would 
otherwise have had a market value of $325 million and $3 billion. 

3.1.2. The Non-Market Impacts of Climate Change 
Ecosystems generate value in addition to those values that appear in organized markets. In 
some cases, especially recreational services that depend on ecosystems, Californians enjoy an 
economic benefit that exceeds what they have to pay. These non-market values are important 
and changes in these values, due to climate change, represent real losses in the economic well-
being of Californians. Indirectly, some changes in non-market values also can eventually reveal 
themselves in the value of homes near recreation sites, the cost of hotels, and other premiums 
that can be charged to recreationists. Much of this value, however, resides with the user. We 
estimate that the non-market value associated with snow skiing could exceed $174 million 
annually and that of recreational salmon angling could reach $20 million each year (Table 11). 
These estimates capture the non-market value of only two of the many types of outdoor 
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recreation that could be affected by climate change. Similar non-market values are likely to 
accrue to birdwatchers, hikers, swimmers, divers, kayakers, and recreational anglers targeting 
other species. Non-market values, however, are not limited to recreation. The economic well-
being of homeowners, land owners, outdoor workers, and even motorists who choose to drive 
on scenic byways depend on ecosystem conditions. All of these non-market values could 
change substantially due to climate change. Future research is needed to understand these 
potential changes and how recreational behavior, home values, and other non-market economic 
behavior will likely change due to climate change. 

 
Table 11. Non-market impacts (changes in economic value) from climate-driven 
changes in ecosystem services. The table summarizes the current economic value 
(e.g., the social cost of carbon or the consumer surplus value of recreation) 
associated with the direct use of the ecosystem service or how future changes in 
the ecosystem service may affect economic value (e.g., the social cost of carbon, 
million $). 

 
 

3.1.3. The Social Cost of Climate Change 
As described above, ecosystems generate market and non-market values. In the above 
examples, we examine cases in which these values are distinct and somewhat understood; in 
the case of non-market values we focus on the non-market value generated by the direct use of 
ecosystem outputs. In many cases, the market and non-market values of ecosystem services are 
difficult to parse. Many ecosystem services also have substantial non-use values, including 
cultural values, existence values, and option and bequest values.  

A number of studies have attempted to estimate the social cost of climate change by considering 
the overall economic impact of increases atmospheric carbon dioxide. Obviously, these 
estimates are based on numerous assumptions and conclusions, many of which will change and 
become improved as a result of efforts like the current round of California Energy 
Commission’s Public Interest Energy Research (PIER) studies on climate change impacts in 
California. Despite the exact magnitude of the economic effect of increased carbon in the 
atmosphere, the literature is clear that more atmospheric carbon will lead to more climate 
change which will, in turn, have economic impacts around the globe. 
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The affects of climate change on the ability of California ecosystems to store carbon could result 
in more carbon being released into the atmosphere. The impact of these changes differs 
substantially depending upon the climate change models and scenarios employed. Models that 
predict a wetter future climate indicate that California terrestrial ecosystems could increase in 
their carbon sequestering capabilities and could generate additional value to the world’s 
economy of over to $300 million annually in the near future and as much as $18 billion annually 
by 2070. Other models of climate change, however, are far more pessimistic, predicting social 
costs from climate change of -$650 million to more than -$5 billion annually for the period 2005–
2034 under scenario B1 using the CCSM3 model of climate change to as high as -$62 billion 
annually by the period 2070–2099. 

Climate change also could make it more difficult, and thus more expensive, to meet societal 
goals that include ecosystem protection, conservation, and restoration—and also societal 
mandates to reduce pollutants, including atmospheric carbon. Because of local, state, and 
federal mandates, a number of California ecosystems are under active protection or restoration. 
Salmon habitat goals have been set by law and regulation. Similarly, other endangered and 
threatened species are required by law to be protected and managed. Marine ecosystems 
similarly are protected by a variety of state and federal laws. California recently implemented 
the nation’s most ambitious law to cap the emissions of carbon in the state (AB32). Climate 
change could make these efforts more costly than would otherwise be the case. While we have 
not attempted to estimate these costs here, it is important to consider these potential differences 
in cost as an economic impact to the state—the extra funds required to meet these goals with 
climate change could have been invested elsewhere in the California economy. 

3.2. What Do We Know About Climate Change and Ecosystem 
Services 
California’s diverse and vibrant economy is built around the equally diverse and vibrant 
ecosystems that dominated the California landscape during the nineteenth and twentieth 
centuries. Population centers grew up around the rich marine resources of San Francisco Bay, 
the fertile grazing lands of the Sacramento delta, and the comfortable Mediterranean climates of 
Southern California. America’s fruit basket developed throughout the Central Valley and 
Central Coast where abundant water was joined with fertile soil and a climate that allowed for 
year-round growing seasons. Today, these and new areas continue to flourish—highly trained 
workers and engineers, scholars and computer scientists, and every day people continue to be 
drawn to California, in part for the outdoor lifestyle it offers. This desirable lifestyle, in turn, has 
kept home prices well above the national average—especially for coastal areas where outdoor 
recreational opportunities are abundant. 

Now, the ecosystems upon which California has been built are likely to change significantly. At 
the same time, the sheer size and immobility of California’s cities, farms, and industry are likely 
to change far less quickly. The ecosystem services that these cities, farmlands, and economies 
have come to take for granted will be substantially different in as little as 50 years. The 
economic well being of Californians and the California economy will also be different—the 
question is “in what way?” 

Our research reveals that we know very little about the way ecosystems and the services they 
provide contribute to the economic wellbeing and productivity of California. Beyond a general 
knowledge of the overall importance of ecosystem services, we have only few and entirely 
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unsystematic concrete examples of the value of these ecosystem services. Even more 
rudimentary is our understanding of how these ecosystem services will change due to climate 
change, how these changes will affect people and the California economy, and how the 
California economy will respond to these changes. 

In the examples above, we highlight a small handful of ecosystem services for which we have 
some knowledge. Our findings show that even small changes in ecosystem productivity can 
have large changes in the value of the ecosystem service. In the case of the economic value of 
carbon sequestration—a service that helps keep climate change in check around the world—this 
value is large and is shared globally. In the case of natural forage, snow-based recreation, and 
salmon fishing, the impact is smaller in overall magnitude, but greater on its proportional 
impact on the sectors affected. It is important to remember that these examples were chosen not 
because of their expected change, but largely because of the availability of data. There are likely 
to be many other ecosystem services for which the effects of climate change will be larger and 
proportionately more important. For instance, consider the potential effect of climate change on: 
the ability of forests and natural vegetation to improve air quality and moderate urban and 
suburban temperatures; the ability of the ocean to sequester carbon, cool coastal areas 
(important to people and to agriculture), and provide seafood and recreation; the ability of 
montane and riparian forests to recharge groundwater and protect against flooding; the 
contribution of natural pollinators to agriculture, horticulture, and even home gardens; the list 
goes on. 

Our research only scratches the surface of the potential impacts of climate change on ecosystem 
services and their contribution to the California economy. What we see is this: 

We are largely ignorant of the value of ecosystem services to the California economy and even less 
knowledgeable about the ways in which climate change will affect these services and how 

California can best adapt to these changes. 

Until we close this gap in our understanding, we will be unable to fully comprehend or begin to 
mitigate the effects of climate change on Californians and the world’s eighth largest economy. 

3.3. Recommendations and Identification of Future Areas of 
Research 
To better understand, avoid, and adapt to the impacts of climate change on California’s 
economy, it is critical that we develop a better quantitative understanding of the links between 
climate change, ecosystems, and economic activity. The findings described above indicate that 
we know very little about the impacts of climate change on many critical ecosystems in 
California, including montane, riverine, estuarine, desert, chaparral, and marine ecosystems to 
name a few. While we are beginning to develop a literature on the economic value of many of 
these ecosystem services, our approach has not been systematic and has not been designed to 
address those ecosystem services that are most likely to change due to changes in climate. We 
need a research agenda that employs a strategic approach to understanding and modeling the 
impacts of climate change and other environmental change on ecosystem services in California. 

We recommend that the state develop a long-term, statewide plan for developing integrated 
ecological and economic models of ecosystem services in California, with special emphasis on 
ecosystems likely to be affected by climate change. Specifically, we suggest the state: 
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• Create an interdisciplinary team (California Value of Ecosystem Assets Team – 
CAVEAT) to develop an interdisciplinary conceptual model of climate and ecosystem 
services change in California. A similar team has been created by the United States 
Environmental Protection Agency and the United States Department of Agriculture to 
better understand ecosystem services of particular importance to the Agency (the 
Ecosystem Services Research Program). 

• Develop a research implementation plan to address research needs identified by the 
research team including: 

o New models linking climate change to ecosystem function and output 
o New environmental valuation studies to fill gaps in our understanding of the 

neutral climate future value of ecosystem services and predictive models 
regarding how these values and economic behaviors could change in the future. 

• Develop, when appropriate, linked and integrated models of climate, ecosystem 
function, ecosystem services output, economic impacts and management options. 

 

It is impossible to model all of the state’s many ecosystem services in the near future. 
Nevertheless, the CAVEAT should develop a strategy that includes  

• criteria for identifying ecosystems (including terrestrial, marine, and coastal ecosystems) 
that are most productive economically,  

• ecosystems for which future change could result in the largest changes in economic 
value and impact,  

• critical ecosystem linkages,  
• critical climate linkages,  
• critical management linkages, and  
• means of encouraging the coordinated and interdisciplinary research needed to make 

the model functional and useful for policy. 
 
We encourage California to make the CAVEAT framework, model and data open source—
allowing for complete transparency in its development. We also encourage the state to exercise 
its authority and influence to encourage recipients of state-funded research on ecosystems and 
environmental and natural resource economics to show how their work will contribute to the 
model and to design research so that findings by state-funded research can better contribute to 
a more integrated and comprehensive understanding of the economic value of California 
ecosystems. For example, much existing research cannot be easily integrated into an 
interdisciplinary model because the spatial and temporal scales at which data are collected are 
not synchronized or standardized. Such standardization would greatly facilitate the use of data 
from different projects. 

4.0 References 
Adkins, W. G., and K. E. Graeber. 1978. “Market value versus use value of agricultural land in 

Texas.” Paper No. R-178-1M-115. Texas Real Estate Research Center, College Station, 
Texas.  



 
 
 

 68 

Agee, D. E. 1972. “Rates of return on investment for western cattle ranches.” Journal of American 
Society of Farm Managers and Rural Appraisers. 36:53–58. 

Anderson, D., S. Shangle, M. Scott, D. Neitzel, and J. Chatters. 1993. “Valuing Effects of Climate 
Change and Fishery Enhancement on Chinook Salmon.” Contemporary Policy Issues. Vol. 
XI, October 1993. 

Araújo, M. B., and R. G. Pearson. 2005. “Equilibrium of species’ distributions with climate.” 
Ecography. 28:693–695. 

Araújo, M. B. and M. New. 2007. “Ensemble forecasting of species distributions.” Trends in 
Ecology & Evolution. 22:42–47. 

Austin, M. P. 2002. “Spatial prediction of species distribution: an interface between ecological 
theory and statistical modelling.” Ecological Modelling. 157:101–118. 

Austin, M. P. 2006. “Species distribution models and ecological theory: A critical assessment 
and some possible new approaches.” Ecological Modelling. 200:1–19. 

Bachelet, D., J. M. Lenihan, R. P. Neilson, R. Drapek, M. T. Sykes, J. Travis, T. Hickler, B. Smith, 
S. Sitch, and K. Thonicke. 2003. “Simulating past and future dynamics of natural 
ecosystems in the United States.” Global Biogeochemical Cycles. 17:1045 
doi:10.1029/2001GB001508. 

Bachelet, D., R. P. Neilson, J. M. Lenihan, and R. J. Drapek. 2004. “Regional differences in the 
carbon source-sink potential of natural vegetation in the U.S.” Ecological Management. 
33(Supp#1):S23-S43 DOI:10.1007/s00267-003-9115-4.  

Bachelet, D., J. M. Lenihan, R. P. Neilson, and R. J. Drapek. 2005. “Simulating the response of 
natural ecosystems and their fire regimes to climatic variability in Alaska.” Canadian 
Journal of Forest Research 35:2244–2257. 

Bartlett, E. T., L. A. Torell, N. R. Rimbey, L. W. V. Tassell, and D. W. McCollum. 2002. “Valuing 
Grazing Use on Public Land.” Journal of Range Management 55:426–438. 

Battin, J., M. W. Wiley, M. H. Ruckelshaus, R. N. Palmer, E. Korb, K. K. Bartz, and H. Imaki. 
2007. “Projected Impacts of Climate Change on Salmon Habitat Restoration.” Proceedings 
of the National Academy of Sciences 104:6720–6725. 

Becker R. A., A. R. Wilks, R. Brownrigg, and T. P. Minka. 2008. Maps: Draw Geographical Maps. 
R package version 2.0-40 

Bell, K., D. Huppert, and R. Johnson. 2003. “Willingness to Pay for Local Coho Salmon 
Enhancement in Coastal Communities.” Marine Resource Economics 18:15–32. 

Bergstrom, J. C., and H. K. Cordell. 1991. “An analysis of the demand for and value of outdoor 
recreation in the United States.” Journal of Leisure Research. 23:67–86.  

Brown, S., A. Dushku, T. Pearson, D. Shoch, J. Winsten, and S. Sweet. 2004. “Carbon supply 
from changes in management of forest, range, and agricultural lands of California.” 
Winrock International for California Energy Commission 144. 



 
 
 

 69 

Busby J. R. 1991. BIOCLIM - A Bioclimatic Analysis and Prediction System. In: Margules, 
C. R.and M. P. Austin (eds.) Nature Conservation: Cost Effective Biological Surveys and Data 
Analysis. 64–68. Canberra: CSIRO. 

Calenge, C. 2006. “The package adehabitat for the R software: A tool for the analysis of space 
and habitat use by animals.” Ecological Modelling 197:516–519. 

CDF (California Department of Forestry). 2002. Multi-source Land Cover data v2. State of 
California. Sacramento, California. 

California Department of Fish and Game. 2008. California Natural Diversity Database v3.1.0, 
Sacramento, California. www.dfg.ca.gov/biogeodata/cnddb. Cited 02 Sep 2008. 

Capoor, K., and P. Ambrosi. 2006. State and Trends of the Carbon Market 2008. The World 
Bank, Washington D.C. Available at: 
http://carbonfinance.org/Router.cfm?Page=DocLib&ht=25621&dtype=25622&dl=0. 

Carpenter G., A. N. Gillison, and J. Winter. 1993. “DOMAIN: A flexible modelling procedure for 
mapping potential distributions of plants and animals.” Biodiversity and Conservation 
2:667–680. 

Chan, K. M. A., M. R. Shaw, D. R. Cameron, E. C. Underwood, and G. C. Daily. 2006. 
Conservation Planning for Ecosystem Services. PLoS Biology. 4: e379 
doi:10.1371/journal.pbio.0040379. 

Chatters, J. C., D. A. Neitzel, M. J. Scott, and S. A. Shangle. 1991. “Potential Impacts of Global 
Climate Change on Pacific Northwest Spring Chinook Salmon (Oncorhynchus 
tshawytscha): An Exploratory Case Study.” Northwest Environmental Journal 7:71–92. 

Chessel, D., A. B. Dufour, and J. Thioulouse. 2004. “The ade4 package-I- One-table methods.” R 
News 4:5–10. 

Collins, W. D., C. M. Bitz, M. L. Blackmon, G. B. Bonan, C. S. Bretherton, J. A. Carton, P. Chang, 
S. C. Doney, J. J. Hack, T. B. Henderson, J. T. Kiehl, W. G. Large, D. S. McKenna, B. D. 
Santer, and R. D. Smith. 2006. “The Community Climate System Model Version 3 
(CCSM3).” Journal of Climate 19:2122–2143. 

Daly, C., D. Bachelet, J. M. Lenihan, R. P. Neilson, W. Parton, and D. Ojima. 2000. “Dynamic 
simulation of tree-grass interactions for global change studies.” Ecological Applications 
10:449–469. 

Daly, C., G. H. Taylor, W. P. Gibson, T. W. Parzybok, G. L. Johnson, and P. Pasteris. 2001. 
“High-quality spatial climate data sets for the United States and beyond.” Transactions of 
the American Society of Agricultural Engineers 43:1957–1962. 

Davis, E. B., M. S. Koo, C. J. Conroy, J. L. Patton, and C. Mortiz. 2008. “The California Hotspots 
Project: Identifying regions of rapid diversification of mammals.” Molecular Ecology 
17:120–138. 

DebRoy, S., and R. Bivand. 2008. foreign: Read Data Stored by Minitab, S, SAS, SPSS, Stata, 
Systat, dBase, R package version 0.8-29. 



 
 
 

 70 

Delworth, T. L., A. Rosati, R. J. Stouffer, K. W. Dixon, J. Dunne, K. Findell, P. Ginoux, A. 
Gnanadesikan, C. T. Gordon, S. M. Griffies, R. Gudgel, M. J. Harrison, I. M. Held, R. S. 
Hemler, L. W. Horowitz, S. A. Klein, T. R. Knutson, S-J. Lin, P. C. D. Milly, V. 
Ramaswamy, M. D. Schwarzkopf, J. J. Sirutis, W. F. Stern, M. J. Spelman, M. Winton, A. 
T. Wittenberg, and B. Wyman. 2006. “GFDL’s CM2 Global Coupled Climate Models. 
Part I: Formulation and simulation characteristics.” Journal of Climate 19:643–674. 

Dray, S., and A. B. Dufour. 2007. “The ade4 package: implementing the duality diagram for 
ecologists.” Journal of Statistical Software 22:1–20. 

Dray, S., A. B. Dufour and D. Chessel. 2007. “The ade4 package-II: Two-table and K-table 
methods.” R News 7:47–52. 

Elith, J., C. H. Graham, R. P. Anderson, M. Dudík, S. Ferrier, A. Guisan, R. J. Hijmans, F. 
Huettmann, J. R. Leathwick, A. Lehmann, J. Li, L. G. Lohmann, B. A. Loiselle, G. 
Manion, C. Moritz, M. Nakamura, Y. Nakazawa, J. McC. Overton, A. T. Peterson, S. J. 
Phillips, K. Richardson, R. Scachetti-Pereira, R. E. Schapire, J. Soberón, S. Williams, M. S. 
Wisz, and N. E. Zimmermann. 2006. “Novel methods improve prediction of species’ 
distributions from occurrence data.” Ecography. 29:129–151. 

Englin, J., and K. Moeltner. 2004. “The Value of Snowfall to Skiers and Boarders.” Environmental 
and Resource Economics 29:123–136. 

Environmental Leader. 2008. Prediction: $1 Trillion U.S. Carbon Market By 2020. February 16, 
2008. Sourced from www.environmentalleader.com/2008/02/16/prediction-1-trillion-
us-carbon-market-by-2020/.  

ESRI. 2006. ArcGIS v9.2. Environmental Systems Research Institute, Inc. Redlands, California. 

Field, C. B., L. D. Mortsch, M. Brklacich, D. L. Forbes, P. Kovacs, J. A. Patz, S. W. Running, and 
M. J. Scott. 2007. North America. Climate Change 2007: Impacts, Adaptation and Vulnerability. 
Contribution of Working Group II to the Fourth Assessment Report of the Intergovernmental 
Panel on Climate Change. M. L. Parry, O. F. Canziani, J. P. Palutikof, P. J. van der Linden, 
and C. E. Hanson, Eds. Cambridge, UK: Cambridge University Press. 617–652. 

Fire and Resource Assessment Program (FRAP). 2003. The changing California: Forest and 
range 2003 assessment: wildland outdoor recreation assessment. See 
www.frap.cdf.ca.gov/assessment2003/Chapter6_Socioeconomic/recreation.html.  

Flemming, I. A., and A. J. Jensen. 2002. Fisheries: Effects of Climate Change on the Life Cycles of 
Salmon. Causes and Consequences of Global Environmental Change, 3:309–312. Edited by Ian 
Douglas in Encyclopedia of Global Environmental Change. John Wiley & Sons, Ltd, 
Chichester, UK. 

Furrer, R. 2008 spam: SPArse Matrix. R package version 0.15-0. 
www.mines.edu/~rfurrer/software/spam/.  

Furrer, R., D. Nychka, and S. Sain. 2008. fields: Tools for spatial data. R package version 4.3. 
www.image.ucar.edu/Software/fields.  

Gelt, J. 2006. Got Snow? Effects of Climate Variability, Change on Arizona Skiing. Arizona 
Water Resource Newsletter, Water Resources Research Center, College of Agriculture 



 
 
 

 71 

and Life Sciences, The University of Arizona, Tucson Arizona Available at: 
http://ag.arizona.edu/AZWATER/awr/janfeb06/image.html [Accessed September 8, 
2008]. 

George, M., and M. Bell. 2001. Using Stage of Maturity to Predict the Quality of Annual Range 
Forage. ANR Publ. 8019, Division of Agriculture and Natural Resources, University of 
California, Oakland, California, 7 pp. 

George, M, J. Bartolome, N. McDougald, M. Connor, C. Vaughn, and G. Markegard. 2001a. 
Annual Range Forage Production. ANR Publ. 8018, Division of Agriculture and Natural 
Resources, University of California, Oakland, California, 9 pp. 

George, M., G. Nader, N. McDougald, M. Connor, and B. Frost. 2001b. Annual Rangeland 
Forage Quality. ANR Publ. 8022, Division of Agriculture and Natural Resources, 
University of California, Oakland, California, 13 pp. 

George, M., G. Nader, and J. Dunbar. 2001c. Balancing Beef Cow Nutrient Requirements and 
Seasonal Forage Quality on Annual Rangeland. ANR Publ. 8021, Division of Agriculture 
and Natural Resources, University of California, Oakland, California, 9 pp. 

Guisan, A., A. Lehmann, S. Ferrier, M. Austin, J. Overton, R. Aspinall, and T. Hastie. 2006 
“Making better biogeographical predictions of species distributions.” Journal of Applied 
Ecology 43:386–392. 

Hackett, S., and M. Hansen. 2008. Cost and Revenue Characteristics of the Salmon Fisheries in 
California and Oregon. Technical Report under Contract 8404-S-004, National Marine 
Fisheries Service, Washington, D.C. 

Hamel, C., M. Herrmann, T. S. Lee, and K. R. Criddle. 2000. An Economic Discussion of the 
Marine Sport Fisheries in Lower Cook Inlet. Presented at the tenth meeting of the 
International Institute of Fisheries Economics and Trade, Corvallis, Oregon (July): 10–24. 

Hannah, L., G. Midgley, S. Andelman, M. Araujo, G. Hughes, E. Martinez-Meyer, R. Pearson, 
and P. Williams. 2007. “Protected areas needs in a changing climate.” Frontiers in Ecology 
and the Environment 5:131–138. 

Hayhoe, K., D. Cayan, C. B. Field, P. C. Frumhoff, E. P. Maurer, N. L. Miller, S. C. Moser, S. H. 
Schneider, K. N. Cahill, E. E. Cleland, L. Dale, R. Drapek, R. M. Hanemann, L. S. 
Kalkstein, J. Lenihan, C. K. Lunch, R. P. Neilson, S. C. Sheridan, and J. H. Verville. 2004. 
“Emissions pathways, climate change, and impacts on California.” Proceedings of the 
National Academy of Sciences 101:12422–12427. 

Hijmans, R. J., and C. H. Graham. 2006. “The ability of climate envelope models to predict the 
effect of climate change on species distributions.” Global Change Biology 12:2272–2281. 

Hof, J. G., J. R. McKean, R. G. Taylor and E. T. Bartlett. 1989. Contingent valuation of a quasi-
market good: An exploratory case study of federal range forage. Research Paper RM-283. U.S. 
Forest Service, Rocky Mountain Forest and Range Exp. Sta., Fort Collins, Colorado. 

Hugo, G. H., M. D. Dettinger, and D. R. Cayan. 2008. Downscaling with Constructed Analogues: 
Daily Precipitation and Temperature Fields over the United States. California Energy 
Commission Report. CEC-500-2007-123. January. 



 
 
 

 72 

IPCC (Intergovernmental Panel on Climate Change). 2007. Impacts, Adaptation and 
Vulnerability. Contribution of Working Group II to the Fourth Assessment Report of the 
Intergovernmental Panel on Climate Change. Cambridge: Cambridge University Press. 

Johnston, R., M. Ranson, E. Besedin, and E. Helm. 2006. “What Determines Willingness to Pay 
per Fish? A Meta-Analysis of Recreational Fishing Values.” Marine Resource Economics. 
21:1–32. 

Joyce, B., V. Mehta, D. Purkey, L. Dale, and M. Hanemann. 2008. Climate change impacts on 
water supply and agricultural water management in California’s western San Joaquin 
Valley, and potential adaptation strategies. California Climate Change Center. In 
preparation. 

Kaval, P. 2006. US Park Recreation Values (1968–2003): A Review of the Literature. Department of 
Economics Working Paper Series. 

Kaval, P., and J. Loomis. 2003. Updated Outdoor Recreation Use Values with Emphasis on National 
Park Recreation. A Report Prepared for the National Park Service. 
www.mngt.waikato.ac.nz/departments/staff/pkaval/Kaval&LoomisNPSReport10-
03.pdf.  

Keane, R. E., D. Long, D. Basford, and B. A. Levesque. 1997. Simulating vegetation dynamics 
across multiple scales to assess alternative management strategies. In: Conference 
Proceedings—GIS 97, 11th Annual Symposium on Geographic Information Systems—
Integrating Spatial Information Technologies for Tomorrow. GIS World, Inc. Vancouver, 
British Columbia, Canada. 310–315. 

Kearney, M., and W. P. Porter. 2004. “Mapping the fundamental niche: Physiology, climate, and 
the distribution of a nocturnal lizard.” Ecology 85:3119–3131. 

Kearney, M. 2006. “Habitat, environment and niche: What are we modelling?” Oikos 115:186–91. 

Kelly, A. E. and M. L. Goulden. 2008. Rapid shifts in plant distribution with recent climate 
change. Proceedings of the National Academy of Sciences of the United States of America. 
105:11823–11826. 

LaFrance, J. T., J. Shimshack, and M. J. Watts. 2006. Grazing Fees versus Stewardship on Federal 
Lands. University of California, Berkeley. Department of Agricultural and Resource 
Economics. CUDARE Working Papers. 

Layton, D. F., G. M. Brown, and M. L. Plummer. 1999. Valuing Multiple Programs to Improve 
Fish Populations. Unpublished report prepared for the Washington Department of 
Ecology, Department of Economics, University of Washington, Seattle. 

Lenihan, J. M., R. J. Drapek, D. Bachelet, and R. P. Neilson. 2003. “Climate changes effects on 
vegetation distribution, carbon, and fire in California.” Ecological Applications 13:1667–
1681. 

Lenihan, J. M., D. Bachelet, R. J. Drapek, and R. P. Neilson. 2008a. “The response of vegetation 
distribution, ecosystem productivity, and fire in California to future climate scenarios 
simulated by the MC1 dynamic vegetation model.” Climatic Change 87(Supp): S215–S230. 



 
 
 

 73 

Lenihan, J. M., D. Bachelet, R. P. Neilson, and R. J. Drapek. 2008b. “Simulated response of 
conterminous united states ecosystems to climate change at different levels of fire 
suppression, CO2 emissions rate, and growth response to CO2.” Global and Planetary 
Change 64:16–25. 

Lewin-Koh N. J., R. Bivand, E. J. Pebesma, E. Archer, S. Dray, D. Forrest, P. Giraudoux, D. 
Golicher, V. G. Rubio, P. Hausmann, T. Jagger, S. P. Luque, D. MacQueen, A. Niccolai, 
and T. Short. 2008. Maptools: Tools for reading and handling spatial objects. R package 
version 0.7-15 

Liang, X., D. P. Lettenmaier, E. F. Wood, and S. J. Burges. 1994. “A simple hydrologically based 
model of land surface water and energy fluxes for GSMs.” Journal Geophysical Research 
99:14,415–14,428. 

Loarie, S. R., B. E. Carter, K. Hayhoe, S. McMahon, R. Moe, C. A. Knight, and D. D. Ackerly. 
2008. “Climate change and the future of California’s endemic flora.” PLoS One. 
3(6)e2502. 

MA (Millennium Ecosystem Assessment). 2005a. Ecosystems and Human Well-Being. 
Synthesis. Washington D.C.: Island Press. 

MA (Millennium Ecosystem Assessment). 2005b. Ecosystems and Human Well-Being. 
Biodiversity Synthesis. Washington D.C.: Island Press. 

Madani, K., and L. Lund. 2008. High-elevation hydropower with climate warming. California 
Energy Commission Report. In preparation. 

Marty, J. T. 2005. “Effects of cattle grazing on diversity in ephemeral wetlands.” Conservation 
Biology 19:1626–1632. 

Maurer, E. P., and H. G. Hidalgo. 2008. Utility of daily vs. monthly large-scale climate data: An 
intercomparison of two statistical downscaling methods. Hydrology and Earth System 
Science 12:551–563. 

Meyer Resources, Inc. 1997. Potential Economic Benefits of a Commercial Catch of 1,000 
California Central Valley Salmonids. Davis, California. 

Monahan, W. B., and R. J. Hijmans. 2008. “Ecophysiological constraints shape autumn 
migratory response to climate change in the North American field sparrow.” Biology 
Letters 4:595–598. 

Monahan, W. B., and G. Langham. 2008. Contrasting observed and potential avian responses to 
recent climate change in California. Diversity & Distributions. In Press. 

Moritz, C., J. L. Patton, C. J. Conroy, J. L. Parra, G. C. White, and S. R. Beissenger. 2008. “Impact 
of a century of climate change on small-mammal communities in Yosemite National 
Park, USA.” Science 322:261–264. 

National Assessment Synthesis Team. 2001. Climate Change Impacts on the United States. Report 
for the United States Global Change Research Program. Cambridge University Press. 
http://prod.gcrio.org/nationalassessment/.  



 
 
 

 74 

National Marine Fisheries Service. 2006. Economic Summary for California & Oregon Salmon 
Fishery, Projections for Year 2006. Southwest Region, Long Beach, California. 

Neilson Ronald P. 1995. A model for predicting continental-scale vegetation distribution and 
water balance. Ecological Applications 5(2): 362-385. 

Niemi, E., A. Fifield, and E. Whitelaw. 2001. Coping with Competition for Water: Irrigation, 
Economic Growth and the Ecosystem in the Upper Klamath Basin. Eugene, Oregon: 
EcoNorthwest. 

Nix, H. A. 1986. A biogeogaphic analysis of Australian Elapid snakes, in Longmore, R. (ed.) 
Atlas of Australian Elapid Snakes. Australian Flora and Fauna Series 8:4–15. 

Nolin, A. W., and C. Daly. 2006. “Mapping ‘at risk’ snow in the Pacific Northwest.” Journal of 
Hydrometeorology 7:1164–1171. 

Nordhaus, William. 2008. A Question of Balance: Weighing the Options on Global Warming Policies. 
New Haven: Yale University Press.  

PFMC (Pacific Fishery Management Council). 2008. Preseason report I: Stock abundance 
analysis for 2008 ocean salmon fisheries. Internal report. Pacific Fishery Management 
Council. Portland, Oregon. 

Parmesan, C. 2003. “Ecological and evolutionary responses to recent climate change.” Annual 
Review of Ecology, Evolution and Systematics 37:637–669. 

Parmesan, C. 2006. “Ecological and evolutionary responses to recent climate change.” Annual 
Review of Ecology, Evolution and Systematics 37:637–669. 

Parmesan, C. and G. Yohe. 2003. “A globally coherent fingerprint of climate change impacts 
across natural systems.” Nature 421:37–42. 

Parton, W., D. Schimel, D. Ojima, and C. Cole. 1994. “A general study model for soil organic 
model dynamics, sensitivity to litter chemistry, texture, and management.” Soil Science 
Society of America Special Publication 39:147–167. 

Pearce, D. 2003. “The Social Cost of Carbon and its Policy Implications.” Oxford Review of 
Economic Policy 19: 362–384. 

Pearson, R. G., and T. P. Dawson. 2003. “Predicting the impacts of climate change on the 
distribution of species: Are bioclimatic envelopes useful?” Global Ecology & Biogeography 
12:361–371. 

Pebesma, E. J., and R. S. Bivand. 2005. “Classes and methods for spatial data.” R. R News. 5:2. 

Pendleton, L., and R. Mendelsohn. 1998. “Estimating the Economic Impact of Climate Change 
on The Freshwater Sportsfisheries of the Northeastern United States.” Land Economics 74: 
483–497. 

Pendleton, L., and J. Rooke. 2006. Understanding the Potential Economic Impact of Recreational 
Fishing. “Non-Market Literature Portal,” www.oceaneconomics.org.  

Peterson, D. L., and K. C. Ryan. 1986. “Modeling postfire conifer mortality for long-range 
planning.” Environmental Management 10:797–808. 



 
 
 

 75 

Phillips, S. J., M. Dudik, and R. E. Schapire. 2004. A maximum entropy approach to species 
distribution modeling. In: Proceedings of the Twenty-First International Conference on 
Machine Learning. 655–662. 

Phillips, S. J., R. P. Anderson, and R. E. Schapire. 2006. “Maximum entropy modeling of species 
geographic distributions.” Ecological Modelling 190:231–259. 

Phillips, S. J., P. Williams, G. Midgley, and A. Archer. 2008. “Optimizing dispersal corridors for 
the Cape Proteaceae using network flow.” Ecological Applications 18:1200–1211. 

Pons L. 2005. Range that's a home to forage research. Retrieved August 16, 2008 from 
http://findarticles.com/p/articles/mi_m3741/is_6_53/ai_n14702616.  

Price, R., S. Thornton, and S. Nelson. 2007. The Social Cost of Carbon and the Shadow Price of 
Carbon: What They Are, and How to Use Them in Economic Appraisal in the UK. 
Department for Environment Food and Rural Affairs (DEFRA), UK, www.defra.gov.uk.  

R Development Core Team. 2008. R v2.7.1: A language and environment for statistical 
computing. R Foundation for Statistical Computing. Vienna, Austria. ISBN 3-900051-07-
0. www.R-project.org. 

Root, T. L., J. T. Price, K. R. Hall, S. H. Schneider, C. Rosenzweig, and J. A. Pounds. 2003. 
“Fingerprints of global warming on wild animals and plants.” Nature 421:57–60. 

Root, T. L., and S. H. Schneider. 2006. “Conservation and climate change: The challenges 
ahead.” Conservation Biology 20:706–708. 

Rothermel, R. C. 1972. A mathematical model for predicting fire spread in wildland fuels. Res. 
Pap. INT-115. Ogden, UT: U.S. Department of Agriculture, Forest Service, Intermountain 
Forest and Range Experiment Station. 

Scott, D., G. McBoyle, and B. Mills. 2003. “Climate change and the skiing industry in southern 
Ontario (Canada): Exploring the importance of snowmaking as a technical adaptation.” 
Climate Research 23:171–181. 

Scott, D., and G. McBoyle. 2007. “Climate change adaptation in the ski industry.” Mitigation and 
Adaptation Strategies for Global Change 12:1411–1431. 

Snyder, M. A., J. L. Bell, and L. C. Sloan. 2002. “Climate responses to a doubling of atmospheric 
carbon dioxide for a climatically vulnerable region.” Geophysical Research Letters 29:1514–
1517. 

STATSGO. 1994 U.S. Department of Agriculture, 1994, State soil geographic (STATSGO) data 
base—data use information, miscellaneous publication number 1492 (rev. ed.): Fort 
Worth, Texas, Natural Resources Conservation Service. 

Stauth, D. 2006. Global Warming Poses Risks to Pacific Northwest Snowpack, Ski Resorts. 
Available at: http://oregonstate.edu/dept/ncs/newsarch/2006/Mar06/snow.htm. 
[Accessed September 8, 2008]. 

Thomas, C. D., A. Cameron, R. E. Green, M. Bakkenes, L. J. Beaumont, Y. C. Collingham, B. F. 
Erasmus, M. Ferreira de Siqueira, A. Grainger, L. Hannah, L. Hughes, B. Huntley, A. S. 



 
 
 

 76 

v. Jaarsveld, G. F. Midgley, L. Miles, M. A. Ortega-Huerta, A. T. Peterson, O. L. Phillips, 
and S. E. Williams. 2004. “Extinction risk from climate change.” Nature. 427:145–148. 

Thorne, M., L. J. Cox, and M. H. Stevenson. 2007. Calculating Minimum Grazing Lease Rates for 
Hawai’i. Published by the College of Tropical Agriculture and Human Resources, Pasture and 
Range Management. 

Thuiller, W. 2004 Patterns and uncertainties of species’ range shifts under climate change. Global 
Change Biology. 10:2020–2027. 

Tol, R. S. J. 2005. “The marginal damage cost of carbon dioxide emissions: An assessment of the 
uncertainties.” Energy Policy 33:2064–2074.  

Tol, R. S. J. 2007. The Social Cost of Carbon: Trends, Outliers and Catastrophes. Economics 
Discussion Papers, Discussion Paper 2007-44, September 19,2007. available at 
www.economics-ejournal.org/economics/discussionpapers/2007-44.  

Torell, L. A., N. R. Rimbey, J. A. Tanaka, and S. A. Bailey. 2001. The Lack of a Profit Motive for 
Ranching: Implications for Policy Analysis. No 16629, Current Issues in Rangeland 
Resource Economics: Symposium Proceedings. Western Regional Coordinating Committee 
on Rangeland Economics: WCC-55. 

United States Department of Agriculture. 2008. Agricultural Marketing Service, Livestock & 
Grain Market News, March, 2008. Alfalfa Hay, 2008 Year-to-date cumulative: California 
Market Summary. 

 
UNEP-WCMC. 2004. World Database on Protected Areas (WDPA). Protected Areas (IUCN 

management categories, marine protected areas): United Nations Environment 
Programme - World Conservation Monitoring Centre (UNEP-WCMC). CD-ROM. 
Cambridge, U.K.  
Available at http://sea.unep-wcmc.org/wdbpa/download/wdpa2004/index.html. 

USDA (United States Department of Agriculture, National Agricultural Statistics Service). 2004. 
Livestock County Estimates United States Department of Agriculture, Agricultural 
Marketing Service, Alfalfa Hay 2008 Year-to-Date cumulative, California Market 
Summary, March 2004. 

USDA (United States Department of Agriculture, National Agricultural Statistics Service). 2007. 
Livestock County Estimates United States Department of Agriculture, Agricultural 
Marketing Service, Alfalfa Hay 2008 Year-to-Date cumulative, California Market 
Summary, March 2008. 

Van Tassell, L. W., and S. M. McNeley. 1997. “Factors affecting private rangeland lease rates.” 
Journal of Range Management 50:178–184. 

Van Wagner, C. E. 1993. “Prediction of crown fire behavior in two stands of jack pine.” Canadian 
Journal of Forest Research 23: 442–449. 

Vaske, J. J., M. P. Donnelly, and T. A. Heberlein. 1980. “Perceptions of crowding and resource 
quality by early and more recent visitors.” Leisure Sciences 3:367–381. 



 
 
 

 77 

Walsh, R. G., and G. J. Davitt. 1983a. “A demand function for length of stay on ski trips to 
Aspen.” Journal of Travel Research 22:23–29.  

Walsh, R. G., N. Miller, and L. Gilliam. 1983b. “Congestion and willingness to pay for expansion 
of skiing capacity.” Land Economics 59:195–210.  

Walsh, R. G., O. Radulaski, and L. Lee. 1984. Value of hiking and cross-country skiing in roaded 
and nonroaded areas of a national forest. In F. Kaiser, Schweitzer, D. and Brown, P. 
(eds.). Economic Value Analysis of Multiple-Use Forestry. 

Walther, G. R., E. Post, P. Convey, A. Menzel, C. Parmesan, T. J. C. Beebee, J. M. Fromentin, O. 
Hoegh-Guldberg, and F. Bairlein. 2002. “Ecological responses to recent climate change.” 
Nature 416: 389. 

Washington, W. M., J. W. Weatherly, G. A. Meehl, A. J. Semtner Jr., T. W. Bettge, A. P. Craig, W. 
G. Strand Jr., J. Arblaster, V. B. Wayland, R. James, and Y. Zhang. 2000. “Parallel climate 
model (PCM) control and transient simulations.” Climate Dynamics 16: 755–774. 

Watkiss, P., and T. E. Downing. 2008. “The social cost of carbon: Valuation estimates and their 
use in UK policy.” The Integrated Assessment Journal 8:85–105. 

Watkiss, P. and T. Downing. 2008. “The social cost of carbon: Valuation estimates and their use 
in UK policy.” The Integrated Assessment Journal 8. 

Wilcove, D. S., D. Rothstein, J. Dubow, A. Phillips, and E. Losos. 1998. “Quantifying threats to 
imperiled species in the United States.” Bioscience 48:607–6015. 

Williams, J. W., and S. T. Jackson. 2007. “Novel climates, no-analog communities and ecological 
surprises.” Frontiers in Ecology and the Environment 5:475–482. 

Wilson, E. O., editor. 1988. Biodiversity. Washington, D.C.: National Academy Press. 

Wood, A. W., L. R. Leung, V. Sridhar, and D. P. Lettemaier. 2004. “Hydrological implications of 
dynamical and statistical approaches to downscaling climate model outputs.” Climatic 
Change 62:189–216.  

Workman, J. P. 1986. Range Economics. New York, New York: MacMillan Publishing Company. 

 
5.0 Glossary  
A2 IPCC high greenhouse gas emissions scenario 

AOGCM  Atmospheric-oceanic global climate models 

AUM Animal Unit Month 

B1 IPCC low greenhouse gas emissions scenario 

BCSD bias correction and spatial disaggregation method 

BLM Bureau of Land Management 

C3 and C4 grasses C3 and C4 carbon fixation 
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CCAR California Climate Action Registry 

CCSM3 Community Climate System Model 3 

CDF California Department of Forestry and Fire Protection 

CNDDB California Natural Diversity Database 

DGVM Dynamic Global Vegetation Model 

DM Dry Matter 

GFDL Geophysical Fluid Dynamics Laboratory 

GRANK Global Rank 

SRANK State Rank 

ESRI Environmental Systems Research Institute 

IPCC Intergovernmental Panel on Climate Change 

MA Millennium Ecosystem Assessment 

MC1 A dynamic vegetation model developed by the US Forest Service 

MEA Millennium Ecosystem Assessment 

NCAR National Center for Atmospheric Research 

PCM Parallel Climate Model 

NRCS Natural Resources Conservation Service 

STATSGO State Soil Geographic (soil data) 

PRISM Parameter Elevation Regressions on Independent Slopes Model 

SDM Species distribution model 

SP State Park 

SWE Snow water equivalent 

UCSD University of California San Diego 

USDA United States Department of Agriculture 

VIC  Variable Infiltration Capacity model 
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Appendix B. Carbon Sequestration for All Ecosystem Stocks 
 

Table B1. Amount of Carbon (in teragrams, Tg) for all six stocks combined 
(aboveground live tree and grass, and dead carbon and belowground tree and 
grass, and dead carbon) by time period 

Model Scenario 
Average 

Tg Time Period 

Difference 
from Base 

(%) 
base base 5604 2005 - 2034 0% 
ccsm3 a2 5586 2005 - 2034 0% 
ccsm3 b1 5582 2005 - 2034 0% 
gfdl a2 5618 2005 - 2034 0% 
gfdl b1 5546 2005 - 2034 -1% 
pcm1 a2 5634 2005 - 2034 1% 
pcm1 b1 5607 2005 - 2034 0% 
base base 5572 2035 - 2064 0% 
ccsm3 a2 5447 2035 - 2064 -2% 
ccsm3 b1 5421 2035 - 2064 -3% 
gfdl a2 5510 2035 - 2064 -1% 
gfdl b1 5485 2035 - 2064 -2% 
pcm1 a2 5657 2035 - 2064 2% 
pcm1 b1 5635 2035 - 2064 1% 
base base 5476 2070 - 2099 0% 
ccsm3 a2 5230 2070 - 2099 -5% 
ccsm3 b1 5308 2070 - 2099 -3% 
gfdl a2 5268 2070 - 2099 -4% 
gfdl b1 5421 2070 - 2099 -1% 
pcm1 a2 5706 2070 - 2099 4% 
pcm1 b1 5659 2070 - 2099 3% 
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Table B2. Amount of carbon (Tg) by stock, time period, model and scenario showing difference 
from base 

Model Scenario 
Average 

Tg Time Period C Stock 

Difference 
from Base 

(%) 
base base 878.99 2005 - 2034 max aboveground dead carbon 0% 

ccsm3 a2 885.61 2005 - 2034 max aboveground dead carbon 1% 
ccsm3 b1 881.80 2005 - 2034 max aboveground dead carbon 0% 

gfdl a2 879.29 2005 - 2034 max aboveground dead carbon 0% 
gfdl b1 875.27 2005 - 2034 max aboveground dead carbon 0% 

pcm1 a2 879.64 2005 - 2034 max aboveground dead carbon 0% 
pcm1 b1 877.22 2005 - 2034 max aboveground dead carbon 0% 
base base 12.22 2005 - 2034 max aboveground live grass carbon 0% 

ccsm3 a2 12.33 2005 - 2034 max aboveground live grass carbon 1% 
ccsm3 b1 11.76 2005 - 2034 max aboveground live grass carbon -4% 

gfdl a2 11.56 2005 - 2034 max aboveground live grass carbon -5% 
gfdl b1 10.94 2005 - 2034 max aboveground live grass carbon -11% 

pcm1 a2 12.54 2005 - 2034 max aboveground live grass carbon 3% 
pcm1 b1 12.70 2005 - 2034 max aboveground live grass carbon 4% 
base base 1025.30 2005 - 2034 max aboveground live tree carbon 0% 

ccsm3 a2 992.22 2005 - 2034 max aboveground live tree carbon -3% 
ccsm3 b1 997.22 2005 - 2034 max aboveground live tree carbon -3% 

gfdl a2 1023.97 2005 - 2034 max aboveground live tree carbon 0% 
gfdl b1 997.00 2005 - 2034 max aboveground live tree carbon -3% 

pcm1 a2 1035.28 2005 - 2034 max aboveground live tree carbon 1% 
pcm1 b1 1026.93 2005 - 2034 max aboveground live tree carbon 0% 
base base 3494.97 2005 - 2034 max belowground dead carbon 0% 

ccsm3 a2 3507.67 2005 - 2034 max belowground dead carbon 0% 
ccsm3 b1 3506.70 2005 - 2034 max belowground dead carbon 0% 

gfdl a2 3513.77 2005 - 2034 max belowground dead carbon 1% 
gfdl b1 3484.27 2005 - 2034 max belowground dead carbon 0% 

pcm1 a2 3513.39 2005 - 2034 max belowground dead carbon 1% 
pcm1 b1 3499.67 2005 - 2034 max belowground dead carbon 0% 
base base 56.39 2005 - 2034 max belowground live grass carbon 0% 

ccsm3 a2 57.20 2005 - 2034 max belowground live grass carbon 1% 
ccsm3 b1 54.37 2005 - 2034 max belowground live grass carbon -4% 

gfdl a2 55.88 2005 - 2034 max belowground live grass carbon -1% 
gfdl b1 51.43 2005 - 2034 max belowground live grass carbon -9% 

pcm1 a2 57.93 2005 - 2034 max belowground live grass carbon 3% 
pcm1 b1 57.34 2005 - 2034 max belowground live grass carbon 2% 
base base 136.43 2005 - 2034 max belowground live tree carbon 0% 

ccsm3 a2 131.33 2005 - 2034 max belowground live tree carbon -4% 
ccsm3 b1 130.57 2005 - 2034 max belowground live tree carbon -4% 

gfdl a2 133.70 2005 - 2034 max belowground live tree carbon -2% 
gfdl b1 127.43 2005 - 2034 max belowground live tree carbon -7% 

pcm1 a2 134.76 2005 - 2034 max belowground live tree carbon -1% 
pcm1 b1 133.22 2005 - 2034 max belowground live tree carbon -2% 
base base 861.46 2035 - 2064 max aboveground dead carbon 0% 

ccsm3 a2 854.50 2035 - 2064 max aboveground dead carbon -1% 
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ccsm3 b1 857.67 2035 - 2064 max aboveground dead carbon 0% 
gfdl a2 862.45 2035 - 2064 max aboveground dead carbon 0% 
gfdl b1 851.07 2035 - 2064 max aboveground dead carbon -1% 

pcm1 a2 869.47 2035 - 2064 max aboveground dead carbon 1% 
pcm1 b1 870.49 2035 - 2064 max aboveground dead carbon 1% 
base base 11.68 2035 - 2064 max aboveground live grass carbon 0% 

ccsm3 a2 12.33 2035 - 2064 max aboveground live grass carbon 6% 
ccsm3 b1 13.12 2035 - 2064 max aboveground live grass carbon 12% 

gfdl a2 11.30 2035 - 2064 max aboveground live grass carbon -3% 
gfdl b1 11.02 2035 - 2064 max aboveground live grass carbon -6% 

pcm1 a2 12.34 2035 - 2064 max aboveground live grass carbon 6% 
pcm1 b1 11.75 2035 - 2064 max aboveground live grass carbon 1% 
base base 1028.18 2035 - 2064 max aboveground live tree carbon 0% 

ccsm3 a2 902.34 2035 - 2064 max aboveground live tree carbon -12% 
ccsm3 b1 880.79 2035 - 2064 max aboveground live tree carbon -14% 

gfdl a2 968.14 2035 - 2064 max aboveground live tree carbon -6% 
gfdl b1 986.86 2035 - 2064 max aboveground live tree carbon -4% 

pcm1 a2 1054.62 2035 - 2064 max aboveground live tree carbon 3% 
pcm1 b1 1056.68 2035 - 2064 max aboveground live tree carbon 3% 
base base 3477.13 2035 - 2064 max belowground dead carbon 0% 

ccsm3 a2 3491.85 2035 - 2064 max belowground dead carbon 0% 
ccsm3 b1 3484.98 2035 - 2064 max belowground dead carbon 0% 

gfdl a2 3487.50 2035 - 2064 max belowground dead carbon 0% 
gfdl b1 3453.74 2035 - 2064 max belowground dead carbon -1% 

pcm1 a2 3529.66 2035 - 2064 max belowground dead carbon 2% 
pcm1 b1 3506.85 2035 - 2064 max belowground dead carbon 1% 
base base 53.41 2035 - 2064 max belowground live grass carbon 0% 

ccsm3 a2 57.23 2035 - 2064 max belowground live grass carbon 7% 
ccsm3 b1 59.76 2035 - 2064 max belowground live grass carbon 12% 

gfdl a2 52.76 2035 - 2064 max belowground live grass carbon -1% 
gfdl b1 51.97 2035 - 2064 max belowground live grass carbon -3% 

pcm1 a2 56.49 2035 - 2064 max belowground live grass carbon 6% 
pcm1 b1 53.46 2035 - 2064 max belowground live grass carbon 0% 
base base 140.05 2035 - 2064 max belowground live tree carbon 0% 

ccsm3 a2 128.52 2035 - 2064 max belowground live tree carbon -8% 
ccsm3 b1 124.37 2035 - 2064 max belowground live tree carbon -11% 

gfdl a2 127.87 2035 - 2064 max belowground live tree carbon -9% 
gfdl b1 130.02 2035 - 2064 max belowground live tree carbon -7% 

pcm1 a2 134.60 2035 - 2064 max belowground live tree carbon -4% 
pcm1 b1 135.30 2035 - 2064 max belowground live tree carbon -3% 
base base 864.12 2070 - 2099 max aboveground dead carbon 0% 

ccsm3 a2 821.38 2070 - 2099 max aboveground dead carbon -5% 
ccsm3 b1 807.10 2070 - 2099 max aboveground dead carbon -7% 

gfdl a2 833.97 2070 - 2099 max aboveground dead carbon -3% 
gfdl b1 832.82 2070 - 2099 max aboveground dead carbon -4% 

pcm1 a2 883.87 2070 - 2099 max aboveground dead carbon 2% 
pcm1 b1 864.25 2070 - 2099 max aboveground dead carbon 0% 
base base 11.75 2070 - 2099 max aboveground live grass carbon 0% 

ccsm3 a2 14.39 2070 - 2099 max aboveground live grass carbon 22% 
ccsm3 b1 13.43 2070 - 2099 max aboveground live grass carbon 14% 
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gfdl a2 13.07 2070 - 2099 max aboveground live grass carbon 11% 
gfdl b1 11.62 2070 - 2099 max aboveground live grass carbon -1% 

pcm1 a2 14.29 2070 - 2099 max aboveground live grass carbon 22% 
pcm1 b1 12.75 2070 - 2099 max aboveground live grass carbon 8% 
base base 951.94 2070 - 2099 max aboveground live tree carbon 0% 

ccsm3 a2 703.81 2070 - 2099 max aboveground live tree carbon -26% 
ccsm3 b1 819.98 2070 - 2099 max aboveground live tree carbon -14% 

gfdl a2 778.36 2070 - 2099 max aboveground live tree carbon -18% 
gfdl b1 934.61 2070 - 2099 max aboveground live tree carbon -2% 

pcm1 a2 1022.89 2070 - 2099 max aboveground live tree carbon 7% 
pcm1 b1 1040.82 2070 - 2099 max aboveground live tree carbon 9% 
base base 3457.82 2070 - 2099 max belowground dead carbon 0% 

ccsm3 a2 3502.15 2070 - 2099 max belowground dead carbon 1% 
ccsm3 b1 3480.03 2070 - 2099 max belowground dead carbon 1% 

gfdl a2 3467.81 2070 - 2099 max belowground dead carbon 0% 
gfdl b1 3459.08 2070 - 2099 max belowground dead carbon 0% 

pcm1 a2 3585.48 2070 - 2099 max belowground dead carbon 4% 
pcm1 b1 3548.28 2070 - 2099 max belowground dead carbon 3% 
base base 53.71 2070 - 2099 max belowground live grass carbon 0% 

ccsm3 a2 65.07 2070 - 2099 max belowground live grass carbon 21% 
ccsm3 b1 61.29 2070 - 2099 max belowground live grass carbon 14% 

gfdl a2 58.66 2070 - 2099 max belowground live grass carbon 9% 
gfdl b1 55.98 2070 - 2099 max belowground live grass carbon 4% 

pcm1 a2 64.74 2070 - 2099 max belowground live grass carbon 21% 
pcm1 b1 59.72 2070 - 2099 max belowground live grass carbon 11% 
base base 137.10 2070 - 2099 max belowground live tree carbon 0% 

ccsm3 a2 123.19 2070 - 2099 max belowground live tree carbon -10% 
ccsm3 b1 126.64 2070 - 2099 max belowground live tree carbon -8% 

gfdl a2 115.84 2070 - 2099 max belowground live tree carbon -16% 
gfdl b1 126.70 2070 - 2099 max belowground live tree carbon -8% 

pcm1 a2 135.24 2070 - 2099 max belowground live tree carbon -1% 
pcm1 b1 133.56 2070 - 2099 max belowground live tree carbon -3% 
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Figure B1. Yearly carbon storage in all stocks combined by model and scenario  
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Appendix C: Stream flow by time period, by model and scenario by river 
annual sums and difference from historical flows by model, scenarios, 
month, and time period  
 

Station  
Sce-
nario  

AO-
GCM 

Avg Spring 
Flow (cfs) 

1961 - 1990 

Avg Spring 
Flow (cfs) 

2005 - 2034 

Avg Spring 
Flow (cfs) 

2035 - 2064 

Avg Spring 
Flow (cfs) 

2070 - 2099 

Difference in 
Avg Spring 
Flow (2070-
2099 -Hist) 

% Diff 
(2070-
2099) -
Hist) 

American River at 
Folsom Dam B1 PCM1 6,120 6,548 6,537 5,774 -346 -6% 
American River at 
Folsom Dam B1 GFDL 5,941 5,460 5,199 4,512 -1,429 -24% 
American River at 
Folsom Dam A2 PCM1 6,256 6,211 5,852 5,711 -545 -9% 
American River at 
Folsom Dam A2 GFDL 6,090 5,572 5,065 3,913 -2,177 -36% 
Calaveras River at New 
Hogan B1 PCM1 892 985 920 853 -39 -4% 
Calaveras River at New 
Hogan B1 GFDL 874 755 675 555 -319 -37% 
Calaveras River at New 
Hogan A2 PCM1 911 936 807 847 -64 -7% 
Calaveras River at New 
Hogan A2 GFDL 900 768 695 457 -443 -49% 
Cosumnes River at 
McConnell B1 PCM1 1,414 1,550 1,536 1,405 -9 -1% 
Cosumnes River at 
McConnell B1 GFDL 1,435 1,243 1,184 1,056 -379 -26% 
Cosumnes River at 
McConnell A2 PCM1 1,449 1,458 1,272 1,410 -40 -3% 
Cosumnes River at 
McConnell A2 GFDL 1,425 1,296 1,190 896 -529 -37% 

Feather River at Oroville B1 PCM1 8,864 10,056 10,177 8,761 -103 -1% 

Feather River at Oroville B1 GFDL 8,739 8,313 7,647 6,705 -2,033 -23% 

Feather River at Oroville A2 PCM1 9,330 9,076 8,695 8,254 -1,076 -12% 

Feather River at Oroville A2 GFDL 8,926 8,246 7,567 5,817 -3,109 -35% 
Kings River at Pine Flat 
Dam B1 PCM1 4,604 5,579 4,751 4,942 338 7% 
Kings River at Pine Flat 
Dam B1 GFDL 4,457 4,346 3,948 2,939 -1,518 -34% 
Kings River at Pine Flat 
Dam A2 PCM1 4,704 5,103 4,943 5,025 321 7% 
Kings River at Pine Flat 
Dam A2 GFDL 4,640 4,075 4,059 2,284 -2,357 -51% 
Merced River at Lake 
McClure B1 PCM1 2,675 3,099 2,726 2,790 116 4% 
Merced River at Lake 
McClure B1 GFDL 2,528 2,445 2,187 1,609 -919 -36% 
Merced River at Lake 
McClure A2 PCM1 2,716 2,804 2,614 2,665 -51 -2% 
Merced River at Lake 
McClure A2 GFDL 2,594 2,332 2,292 1,137 -1,457 -56% 
Merced River at Pohono 
Bridge B1 PCM1 1,017 1,233 1,003 1,123 106 10% 
Merced River at Pohono 
Bridge B1 GFDL 967 996 851 610 -358 -37% 
Merced River at Pohono 
Bridge A2 PCM1 1,028 1,098 1,012 1,107 79 8% 
Merced River at Pohono 
Bridge A2 GFDL 989 881 883 521 -468 -47% 
Mokelumne River at 
Pardee B1 PCM1 1,838 2,038 1,895 1,773 -65 -4% 
Mokelumne River at 
Pardee B1 GFDL 1,802 1,590 1,410 1,161 -641 -36% 
Mokelumne River at 
Pardee A2 PCM1 1,899 1,884 1,700 1,724 -175 -9% 
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Mokelumne River at 
Pardee A2 GFDL 1,808 1,608 1,425 919 -888 -49% 
North Fork American 
River at North Fork Dam B1 PCM1 1,424 1,516 1,536 1,347 -76 -5% 
North Fork American 
River at North Fork Dam B1 GFDL 1,361 1,288 1,214 1,035 -326 -24% 
North Fork American 
River at North Fork Dam A2 PCM1 1,463 1,443 1,389 1,297 -166 -11% 
North Fork American 
River at North Fork Dam A2 GFDL 1,406 1,309 1,179 892 -514 -37% 
Sacramento River at 
Bend Bridge B1 PCM1 16,095 17,544 18,618 15,636 -459 -3% 
Sacramento River at 
Bend Bridge B1 GFDL 15,292 15,043 14,212 13,197 -2,096 -14% 
Sacramento River at 
Bend Bridge A2 PCM1 16,562 15,673 15,246 14,700 -1,862 -11% 
Sacramento River at 
Bend Bridge A2 GFDL 15,581 15,369 12,956 11,902 -3,678 -24% 
Sacramento River at 
Delta B1 PCM1 1,465 1,540 1,674 1,351 -114 -8% 
Sacramento River at 
Delta B1 GFDL 1,380 1,359 1,256 1,174 -206 -15% 
Sacramento River at 
Delta A2 PCM1 1,491 1,372 1,328 1,203 -289 -19% 
Sacramento River at 
Delta A2 GFDL 1,406 1,399 1,131 1,012 -394 -28% 
Sacramento River at 
Shasta Dam B1 PCM1 12,024 13,254 13,873 11,682 -341 -3% 
Sacramento River at 
Shasta Dam B1 GFDL 11,422 11,374 10,627 10,032 -1,390 -12% 
Sacramento River at 
Shasta Dam A2 PCM1 12,353 11,773 11,444 10,860 -1,492 -12% 
Sacramento River at 
Shasta Dam A2 GFDL 11,657 11,392 9,680 9,003 -2,654 -23% 
San Joaquin River at 
Millerton Lake B1 PCM1 4,976 6,032 5,121 5,324 348 7% 
San Joaquin River at 
Millerton Lake B1 GFDL 4,816 4,696 4,270 3,214 -1,601 -33% 
San Joaquin River at 
Millerton Lake A2 PCM1 5,082 5,514 5,286 5,447 365 7% 
San Joaquin River at 
Millerton Lake A2 GFDL 5,009 4,399 4,403 2,516 -2,492 -50% 
Smith River at Jed Smith 
SP B1 PCM1 4,135 4,249 5,041 4,152 18 0% 
Smith River at Jed Smith 
SP B1 GFDL 4,106 3,455 4,013 3,480 -626 -15% 
Smith River at Jed Smith 
SP A2 PCM1 4,229 4,051 3,999 3,740 -489 -12% 
Smith River at Jed Smith 
SP A2 GFDL 4,169 4,132 3,489 3,197 -971 -23% 
Stanislaus River at New 
Melones Dam B1 PCM1 2,170 2,500 2,220 2,227 57 3% 
Stanislaus River at New 
Melones Dam B1 GFDL 2,078 2,039 1,738 1,400 -678 -33% 
Stanislaus River at New 
Melones Dam A2 PCM1 2,229 2,304 2,125 2,192 -37 -2% 
Stanislaus River at New 
Melones Dam A2 GFDL 2,116 1,921 1,859 1,108 -1,008 -48% 
Trinity River at Trinity 
Reservoir B1 PCM1 2,797 2,948 3,151 2,687 -110 -4% 
Trinity River at Trinity 
Reservoir B1 GFDL 2,553 2,624 2,481 2,232 -321 -13% 
Trinity River at Trinity 
Reservoir A2 PCM1 2,866 2,578 2,525 2,298 -567 -20% 
Trinity River at Trinity 
Reservoir A2 GFDL 2,586 2,734 2,233 1,955 -631 -24% 
Tuolumne River at New 
Don Pedro B1 PCM1 4,697 5,480 4,737 4,919 223 5% 
Tuolumne River at New 
Don Pedro B1 GFDL 4,551 4,481 3,783 2,931 -1,620 -36% 
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Tuolumne River at New 
Don Pedro A2 PCM1 4,798 4,969 4,528 4,781 -17 0% 
Tuolumne River at New 
Don Pedro A2 GFDL 4,626 4,031 3,979 2,353 -2,273 -49% 

Yuba River at Smartville B1 PCM1 6,521 7,051 7,348 6,151 -370 -6% 

Yuba River at Smartville B1 GFDL 6,279 5,809 5,472 4,499 -1,781 -28% 

Yuba River at Smartville A2 PCM1 6,820 6,458 6,185 5,930 -890 -13% 

Yuba River at Smartville A2 GFDL 6,536 5,981 5,285 3,989 -2,547 -39% 
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Appendix D 

California Species Analyzed in the Biodiversity Section 

The table below lists the taxonomic grouping (Taxa), the scientific names, and the common 
names as presented in the California Natural Diversity Database; the global and state 
conservation ranking (GRANK and SRANK); and the number of unique 12 km grid cells in 
which the species was found between 1960 to the present (OBS unique). 
 

TAXA Scientific Name Common Name GRANK SRANK OBS 
unique 

amphibian Ambystoma californiense California tiger salamander G2G3 S2S3 156 

amphibian Ascaphus truei western tailed frog G4 S2S3 86 

amphibian Batrachoseps robustus Kern slender salamander G2 S2 12 

amphibian Bufo californicus arroyo toad G2G3 S2S3 51 

amphibian Bufo canorus Yosemite toad G2 S2 39 

amphibian Plethodon stormi Siskiyou Mountains salamander G2G3 S1S2 11 

amphibian Rana aurora aurora northern red-legged frog G4T4 S2? 22 

amphibian Rana boylii foothill yellow-legged frog G3 S2S3 229 

amphibian Rana draytonii California red-legged frog G4T2T3 S2S3 171 

amphibian Rana muscosa Sierra Madre yellow-legged frog G1 S1 29 

amphibian Rana sierrae Sierra Nevada yellow-legged frog G1 S1 71 

amphibian Rhyacotriton variegatus southern torrent salamander G3G4 S2S3 54 

bird Agelaius tricolor tricolored blackbird G2G3 S2 199 

bird Aimophila ruficeps canescens 
southern California rufous-crowned 
sparrow G5T2T4 S2S3 52 

bird Ammodramus savannarum grasshopper sparrow G5 S2 16 

bird Amphispiza belli belli Bell's sage sparrow G5T2T4 S2? 26 

bird Athene cunicularia burrowing owl G4 S2 304 

bird Branta hutchinsii leucopareia cackling (=Aleutian Canada) goose G5T4 S2 11 

bird Buteo swainsoni Swainson's hawk G5 S2 219 

bird Charadrius alexandrinus nivosus western snowy plover G4T3 S2 48 

bird Charadrius montanus mountain plover G2 S2? 24 

bird Coccyzus americanus occidentalis western yellow-billed cuckoo G5T3Q S1 40 

bird Cypseloides niger black swift G4 S2 23 

bird Dendroica petechia brewsteri yellow warbler G5T3? S2 34 

bird Empidonax traillii willow flycatcher G5 S1S2 56 

bird Empidonax traillii extimus southwestern willow flycatcher G5T1T2 S1 30 

bird Falco peregrinus anatum American peregrine falcon G4T3 S2 22 

bird Grus canadensis tabida greater sandhill crane G5T4 S2 120 

bird Haliaeetus leucocephalus bald eagle G5 S2 160 

bird Laterallus jamaicensis coturniculus California black rail G4T1 S1 37 

bird Melanerpes uropygialis Gila woodpecker G5 S1S2 15 

bird Piranga rubra summer tanager G5 S2 13 

bird Plegadis chihi white-faced ibis G5 S1 16 

bird Polioptila californica californica coastal California gnatcatcher G3T2 S2 81 

bird Rallus longirostris levipes light-footed clapper rail G5T1T2 S1 10 

bird Rallus longirostris obsoletus California clapper rail G5T1 S1 21 

bird Rallus longirostris yumanensis Yuma clapper rail G5T3 S1 20 

bird Riparia riparia bank swallow G5 S2S3 73 
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bird Sternula antillarum browni California least tern G4T2T3Q S2S3 21 

bird Strix nebulosa great gray owl G5 S1 31 

bird Vireo bellii pusillus least Bell's vireo G5T2 S2 90 

invertebrate Ancotrema voyanum hooded lancetooth G1G2 S1S2 12 

invertebrate Desmocerus californicus dimorphus valley elderberry longhorn beetle G3T2 S2 105 

invertebrate Euphilotes enoptes smithi Smith's blue butterfly G5T1T2 S1S2 10 

invertebrate Euphydryas editha bayensis Bay checkerspot butterfly G5T1 S1 12 

invertebrate Euphydryas editha quino quino checkerspot butterfly G5T1 S1 21 

invertebrate Helminthoglypta talmadgei Trinity shoulderband G1G3 S1S3 11 

invertebrate Lanx patelloides kneecap lanx G2 S2 12 

mammal Ammospermophilus nelsoni Nelson's antelope squirrel G2 S2 42 

mammal Aplodontia rufa californica Sierra Nevada mountain beaver G5T3T4 S2S3 11 

mammal Chaetodipus californicus femoralis Dulzura pocket mouse G5T3 S2? 28 

mammal Chaetodipus fallax fallax northwestern San Diego pocket mouse G5T3 S2S3 41 

mammal Corynorhinus townsendii Townsend's big-eared bat G4 S2S3 122 

mammal Dipodomys ingens giant kangaroo rat G2 S2 35 

mammal Dipodomys nitratoides brevinasus short-nosed kangaroo rat G3T1T2 S1S2 17 

mammal Dipodomys nitratoides nitratoides Tipton kangaroo rat G3T1 S1 29 

mammal Dipodomys stephensi Stephens' kangaroo rat G2 S2 37 

mammal Euderma maculatum spotted bat G4 S2S3 53 

mammal Gulo gulo California wolverine G4 S2 86 

mammal Macrotus californicus California leaf-nosed bat G4 S2S3 22 

mammal Martes americana humboldtensis Humboldt marten G5T2T3 S2S3 20 

mammal Martes pennanti (pacifica) DPS Pacific fisher G5 S2S3 170 

mammal Myotis ciliolabrum western small-footed myotis G5 S2S3 31 

mammal Nyctinomops femorosaccus pocketed free-tailed bat G4 S2S3 31 

mammal Nyctinomops macrotis big free-tailed bat G5 S2 18 

mammal Ochotona princeps muiri Yosemite pika G5T2T4 S2S4 13 

mammal Onychomys torridus tularensis Tulare grasshopper mouse G5T1T2 S1S2 14 

mammal Perognathus inornatus inornatus San Joaquin pocket mouse G4T2T3 S2S3 51 

mammal Perognathus longimembris brevinasus Los Angeles pocket mouse G5T1T2 S1S2 18 

mammal Reithrodontomys raviventris salt-marsh harvest mouse G1G2 S1S2 18 

mammal Spermophilus mohavensis Mohave ground squirrel G2G3 S2S3 102 

mammal Vulpes macrotis mutica San Joaquin kit fox G4T2T3 S2S3 217 

mammal Vulpes vulpes necator Sierra Nevada red fox G5T3 S1 47 

plant Didymodon norrisii Norris' beard moss G2G3 S2.2 12 

plant Meesia uliginosa broad-nerved hump moss G4 S2.2 12 

plant Mielichhoferia elongata elongate copper moss G4? S2.2 12 

plant Abronia umbellata ssp. breviflora pink sand-verbena G4G5T2 S2.1 12 

plant Abronia villosa var. aurita chaparral sand-verbena G5T3T4 S2.1 17 

plant Acanthomintha ilicifolia San Diego thorn-mint G1 S1.1 16 

plant Achnatherum aridum Mormon needle grass G5 S2? 15 

plant Aliciella ripleyi Ripley's aliciella G3 S1.3 11 

plant Ambrosia pumila dwarf burr ambrosia G1 S1.1 11 

plant Amsinckia lunaris bent-flowered fiddleneck G2 S2.2 18 

plant Anisocarpus scabridus scabrid alpine tarplant G2G3 S2S3 11 

plant Arabis bodiensis Bodie Hills rock-cress G2 S1.2 10 

plant Arabis shockleyi Shockley's rock-cress G3 S2.2 11 

plant Arctomecon merriamii white bear poppy G3 S2.2 17 

plant 
Arctostaphylos canescens ssp. 
sonomensis Sonoma canescent manzanita G3G4T2 S2.1 13 
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plant Arnica fulgens hillside arnica G5 S2.2 15 

plant Astragalus agnicidus Humboldt County milk-vetch G2 S2.1 12 

plant Astragalus oocarpus San Diego milk-vetch G2 S2.2 14 

plant Astragalus rattanii var. jepsonianus Jepson's milk-vetch G4T2 S2.2 14 

plant Astragalus tener var. tener alkali milk-vetch G1T1 S1.1 16 

plant Atriplex cordulata heartscale G2? S2.2? 27 

plant Atriplex depressa brittlescale G2Q S2.2 21 

plant Atriplex erecticaulis Earlimart orache G2 S2.2 12 

plant Atriplex joaquiniana San Joaquin spearscale G2 S2.1 29 

plant Atriplex minuscula lesser saltscale G1 S1.1 12 

plant Atriplex vallicola Lost Hills crownscale G1 S1.1 20 

plant Balsamorhiza macrolepis var. macrolepis big-scale balsamroot G3G4T2 S2.2 11 

plant Bloomeria clevelandii San Diego goldenstar G2 S2.2 15 

plant Boschniakia hookeri small groundcone G5 S1S2 11 

plant Botrychium ascendens upswept moonwort G2G3 S1.3? 11 

plant Botrychium crenulatum scalloped moonwort G3 S2.2 26 

plant Botrychium minganense mingan moonwort G4 S1.2 16 

plant Botrychium montanum western goblin G3 S1.1 14 

plant Bouteloua trifida three-awned grama G4G5 S2? 12 

plant Brodiaea filifolia thread-leaved brodiaea G2 S2.1 18 

plant Calliandra eriophylla pink fairy-duster G5 S2.3 10 

plant Calochortus clavatus var. gracilis slender mariposa-lily G4T1 S1.1? 10 

plant Calochortus palmeri var. palmeri Palmer's mariposa-lily G2T2 S2.1 11 

plant Calochortus striatus alkali mariposa-lily G2 S2.2 23 

plant Calochortus weedii var. intermedius intermediate mariposa-lily G3G4T2 S2.2 14 

plant Calochortus weedii var. vestus late-flowered mariposa-lily G3G4T2 S2.2 12 

plant Calycadenia hooveri Hoover's calycadenia G2 S2.2 11 

plant Calycadenia micrantha small-flowered calycadenia G2G3 S2S3.2 11 

plant Calycadenia villosa dwarf calycadenia G2 S2.1 13 

plant Campanula exigua chaparral harebell G2 S2.2 13 

plant Carex sheldonii Sheldon's sedge G4 S2.2 13 

plant Carex vulpinoidea brown fox sedge G5 S2.2 12 

plant Carlquistia muirii Muir's tarplant G2 S2.3 11 

plant Castela emoryi Emory's crucifixion-thorn G3 S2.2 16 

plant Castilleja affinis ssp. litoralis Oregon coast paintbrush G4G5T4 S2.2 11 

plant Castilleja campestris ssp. succulenta succulent owl's-clover G4?T2 S2.2 19 

plant Castilleja densiflora ssp. obispoensis San Luis Obispo owl's-clover G5T2 S2.2 10 

plant Castilleja rubicundula ssp. rubicundula pink creamsacs G5T2 S2.2 11 

plant Caulanthus coulteri var. lemmonii Lemmon's jewelflower G4T2 S2.2 15 

plant Ceanothus confusus Rincon Ridge ceanothus G2 S2.2 11 

plant Centromadia parryi ssp. australis southern tarplant G4T2 S2.1 16 

plant Centromadia parryi ssp. parryi pappose tarplant G4T2 S2.2 12 

plant Centromadia pungens ssp. laevis smooth tarplant G3G4T2 S2.1 19 

plant Chamaesyce hooveri Hoover's spurge G2 S2.1 10 

plant Chlorogalum grandiflorum Red Hills soaproot G2 S2.2 17 

plant Chorizanthe parryi var. parryi Parry's spineflower G2T2 S2.1 14 

plant Chorizanthe polygonoides var. longispina long-spined spineflower G5T3 S2.2 24 

plant Chorizanthe rectispina straight-awned spineflower G1 S1.2 10 

plant Cladium californicum California saw-grass G4 S2.2 10 

plant Clarkia biloba ssp. brandegeeae Brandegee's clarkia G4G5T2 S2.2 19 

plant Clarkia borealis ssp. borealis northern clarkia G3T2 S2.3 10 
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plant Clarkia gracilis ssp. albicaulis white-stemmed clarkia G5T2 S2.2? 10 

plant Clarkia mosquinii Mosquin's clarkia G1 S1.1 10 

plant Clarkia xantiana ssp. parviflora Kern Canyon clarkia G4T1 S1.2 13 

plant 
Comarostaphylis diversifolia ssp. 
diversifolia summer holly G3T2 S2.2 15 

plant Coptis laciniata Oregon goldthread G4G5 S2.2 17 

plant Cordylanthus mollis ssp. hispidus hispid bird's-beak G2T2 S2.1 11 

plant Cryptantha crinita silky cryptantha G1 S1.1 11 

plant Cymopterus gilmanii Gilman's cymopterus G3? S2.2 14 

plant Dedeckera eurekensis july gold G2 S2.2 10 

plant Deinandra mohavensis Mojave tarplant G2 S2.3 11 

plant Delphinium recurvatum recurved larkspur G2 S2.2 31 

plant Delphinium umbraculorum umbrella larkspur G2G3 S2S3.3 21 

plant Dimeresia howellii doublet G4? S2.3 17 

plant Dirca occidentalis western leatherwood G2G3 S2S3 14 

plant Drosera anglica English sundew G5 S2S3 10 

plant Dudleya multicaulis many-stemmed dudleya G2 S2.1 23 

plant Dudleya variegata variegated dudleya G2 S2.2 12 

plant Epilobium oreganum Oregon fireweed G2 S2.2 18 

plant Epilobium siskiyouense Siskiyou fireweed G3 S2.2 16 

plant Eriogonum prociduum prostrate buckwheat G3 S2.2 12 

plant Eriophyllum mohavense Barstow woolly sunflower G2 S2.2 15 

plant Eryngium aristulatum var. parishii San Diego button-celery G5T2 S2.1 14 

plant Eryngium spinosepalum spiny-sepaled button-celery G2 S2.2 16 

plant Erythronium revolutum coast fawn lily G4 S2.2 22 

plant Eschscholzia lemmonii ssp. kernensis Tejon poppy G5T1 S1.1? 10 

plant Fritillaria liliacea fragrant fritillary G2 S2.2 20 

plant Fritillaria pluriflora adobe-lily G2 S2.2 18 

plant Hesperolinon adenophyllum glandular western flax G2 S2.3 12 

plant Hesperolinon sp. nov. "serpentinum" Napa western flax G2 S2.1 12 

plant Hibiscus lasiocarpus woolly rose-mallow G4 S2.2 30 

plant Horkelia cuneata ssp. puberula mesa horkelia G4T2 S2.1 13 

plant Horkelia cuneata ssp. sericea Kellogg's horkelia G4T1 S1.1 10 

plant Horkelia truncata Ramona horkelia G3 S2.3 13 

plant Imperata brevifolia California satintail G2 S2.1 16 

plant Ivesia sericoleuca Plumas ivesia G2 S2.2 17 

plant Juncus leiospermus var. leiospermus Red Bluff dwarf rush G2T2 S2.2 19 

plant Lasthenia conjugens Contra Costa goldfields G1 S1.1 14 

plant Lasthenia glabrata ssp. coulteri Coulter's goldfields G4T3 S2.1 15 

plant Lathyrus jepsonii var. jepsonii Delta tule pea G5T2 S2.2 19 

plant Layia heterotricha pale-yellow layia G2G3 S2S3.1 32 

plant Layia septentrionalis Colusa layia G2 S2.2 17 

plant Legenere limosa legenere G2 S2.2 25 

plant Lepidium virginicum var. robinsonii Robinson's pepper-grass G5T2? S2.2 11 

plant Lewisia cotyledon var. heckneri Heckner's lewisia G4T2 S2.2 13 

plant Lewisia disepala Yosemite lewisia G2 S2.2 11 

plant Lilium maritimum coast lily G2 S2.1 10 

plant Lilium parryi lemon lily G3 S2.1 19 

plant Limosella subulata Delta mudwort G4?Q S2.1 12 

plant Loeflingia squarrosa var. artemisiarum sagebrush loeflingia G5T2T3 S2.2 15 

plant Lomatium foeniculaceum var. macdougalii Macdougal's lomatium G5T4T5 S2.2 10 

plant Lupinus sericatus Cobb Mountain lupine G2 S2.2 10 
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plant Madia radiata showy golden madia G2 S2.1 13 

plant Malacothamnus davidsonii Davidson's bush-mallow G1 S1.1 11 

plant Malacothamnus hallii Hall's bush-mallow G1Q S1.2 12 

plant Mimulus evanescens ephemeral monkeyflower G2 S1.2 10 

plant Mimulus pictus calico monkeyflower G2 S2.2 11 

plant Mimulus pulchellus yellow-lip pansy monkeyflower G2G3 S2S3.2 12 

plant Monardella hypoleuca ssp. lanata felt-leaved monardella G4T2 S2.2 13 

plant Monardella villosa ssp. globosa robust monardella G5T2 S2.2 15 

plant Monotropa uniflora ghost-pipe G5 S2S3 10 

plant Myosurus minimus ssp. apus little mousetail G5T2Q S2.2 14 

plant Navarretia fossalis Moran's navarretia G2 S2.1 15 

plant Navarretia leucocephala ssp. bakeri Baker's navarretia G4T2 S2.1 12 

plant Navarretia nigelliformis ssp. radians shining navarretia G4T2T3 S2S3.2 16 

plant Nolina cismontana Peninsular nolina G1 S1.1 12 

plant Opuntia basilaris var. brachyclada short-joint beavertail G5T1 S1.2 14 

plant Opuntia basilaris var. treleasei Bakersfield cactus G5T2 S2.1 12 

plant Orcuttia californica California Orcutt grass G2 S2.1 11 

plant Orcuttia inaequalis San Joaquin Valley orcutt grass G2 S2.1 15 

plant Orcuttia pilosa hairy orcutt grass G2 S2.1 12 

plant Packera layneae Layne's ragwort G2 S2.1 12 

plant Paronychia ahartii Ahart's paronychia G2 S2.1 17 

plant Penstemon calcareus limestone beardtongue G2 S2.3 14 

plant Penstemon sudans Susanville beardtongue G2G3 S2.3 16 

plant Phacelia greenei Scott Valley phacelia G2 S2.2 10 

plant Phacelia leonis Siskiyou phacelia G2 S2.2 10 

plant Phlox muscoides squarestem phlox G5? S2S3 10 

plant Pseudobahia peirsonii San Joaquin adobe sunburst G2 S2.1 16 

plant Raillardella pringlei showy raillardella G2 S2.2 10 

plant Rhynchospora capitellata brownish beaked-rush G5 S2S3 13 

plant Scrophularia atrata black-flowered figwort G2 S2.2 10 

plant Senecio aphanactis chaparral ragwort G3? S1.2 10 

plant Senna covesii Coves' cassia G5? S2.2 11 

plant Streptanthus albidus ssp. peramoenus most beautiful jewel-flower G2T2 S2.2 17 

plant Symphyotrichum greatae Greata's aster G2 S2.3 12 

plant Thermopsis robusta robust false lupine G2Q S2.2 18 

plant Tuctoria greenei Greene's tuctoria G2 S2.2 13 

plant Viola pinetorum ssp. grisea grey-leaved violet G4G5T1 S1.3 10 

reptile Aspidoscelis hyperythra orange-throated whiptail G5 S2 69 

reptile Aspidoscelis tigris stejnegeri coastal western whiptail G5T3T4 S2S3 53 

reptile Crotalus ruber ruber northern red-diamond rattlesnake G4T3T4 S2? 44 

reptile Eumeces skiltonianus interparietalis Coronado skink G5T2T3Q S1S2 19 

reptile Gambelia sila blunt-nosed leopard lizard G1 S1 85 

reptile Gopherus agassizii desert tortoise G4 S2 42 

reptile Masticophis flagellum ruddocki San Joaquin whipsnake G5T2T3 S2? 45 

reptile Masticophis lateralis euryxanthus Alameda whipsnake G4T2 S2 16 

reptile Phrynosoma mcallii flat-tailed horned lizard G3 S2 28 

reptile Salvadora hexalepis virgultea coast patch-nosed snake G5T3 S2S3 15 

reptile Thamnophis gigas giant garter snake G2G3 S2S3 55 

reptile Thamnophis hammondii two-striped garter snake G3 S2 67 

reptile Uma inornata Coachella Valley fringe-toed lizard G1Q S1 12 
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 AVERAGE ENERGY PRICES, LOS ANGELES AREA–JANUARY 2013 
 
Gasoline prices averaged $3.749 a gallon in the Los Angeles area in January 2013, the U.S. Bureau of 
Labor Statistics reported today. Regional Commissioner Richard J. Holden noted that area gasoline 
prices were similar to last January when they averaged $3.747 per gallon. Los Angeles area households 
paid an average of 23.2 cents per kilowatt hour (kWh) of electricity in January 2013, up from 20.4 cents 
per kWh in January 2012. The average cost of utility (piped) gas at $1.013 per therm in January was 
similar to the $0.996 per therm spent last year. (Data in this release are not seasonally adjusted; 
accordingly, over-the-year-analysis is used throughout.)   
 
At $3.749 a gallon, Los Angeles area consumers paid 10.0 percent more than the $3.407 national 
average in January 2013. A year earlier, consumers in the Los Angeles area paid 8.7 percent more than 
the national average for a gallon of gasoline. The local price of a gallon of gasoline has exceeded the 
national average by more than six percent in the month of January in each of the past five years. (See 
chart 1.)     
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The 23.2 cents per kWh Los Angeles households paid for electricity in January 2013 was 79.8 percent 
more than the nationwide average of 12.9 cents per kWh. Last January, electricity costs were 59.4 
percent higher in Los Angeles compared to the nation. In the past five years, prices paid by Los Angeles 
area consumers for electricity exceeded the U.S. average by more than 42 percent in the month of 
January. (See chart 2.) 
 

 
 
Prices paid by Los Angeles area consumers for utility (piped) gas, commonly referred to as natural gas, 
were $1.013 per therm, similar to the national average in January 2013 ($0.996 per therm). A year 
earlier, area consumers also paid close to the same price per therm for natural gas compared to the 
nation. In three of the past five years, the per therm cost for natural gas in January in the Los Angeles 
area has been within three percent of the U.S. average. (See chart 3.) 
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The Los Angeles-Riverside-Orange County, Calif. metropolitan area consists of Los Angeles, Orange, 
Riverside, San Bernardino and Ventura Counties in California. 
 
 

Technical Note 
 
Average prices are estimated from Consumer Price Index (CPI) data for selected commodity series to 
support the research and analytic needs of CPI data users. Average prices for electricity, utility (piped) 
gas, and gasoline are published monthly for the U.S. city average, the 4 regions, the 3 population size 
classes, 10 region/size-class cross-classifications, and the 14 largest local index areas. For electricity, 
average prices per kilowatt-hour (kWh) and per 500 kWh are published. For utility (piped) gas, average 
prices per therm, per 40 therms, and per 100 therms are published. For gasoline, the average price per 
gallon is published. Average prices for commonly available grades of gasoline are published as well as 
the average price across all grades. 
 
Price quotes for 40 therms and 100 therms of utility (piped) gas and for 500 kWh of electricity are 
collected in sample outlets for use in the average price programs only. Since they are for specified 
consumption amounts, they are not used in the CPI. All other price quotes used for average price 
estimation are regular CPI data. 
 
With the exception of the 40 therms, 100 therms, and 500 kWh price quotes, all eligible prices are 
converted to a price per normalized quantity. These prices are then used to estimate a price for a defined 
fixed quantity.  
 
The average price per kilowatt-hour represents the total bill divided by the kilowatt-hour usage. The 
total bill is the sum of all items applicable to all consumers appearing on an electricity bill including, but 
not limited to, variable rates per kWh, fixed costs, taxes, surcharges, and credits.  This calculation also 
applies to the average price per therm for utility (piped) gas. 
 
Information from this release will be made available to sensory impaired individuals upon request. 
Voice phone: 202-691-5200, Federal Relay Services: 800-877-8339. 
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Los Angeles 

area
United States

Los Angeles 

area
United States

Los Angeles 

area
United States

2012

January $3.747 $3.447 $0.204 $0.128 $0.996 $1.021

February 4.013 3.622 0.204 0.128 0.931 0.986

March 4.394 3.918 0.204 0.127 0.931 0.978

April 4.257 3.976 0.204 0.127 0.883 0.951

May 4.333 3.839 0.204 0.129 0.978 0.907

June 4.037 3.602 0.193 0.135 1.054 0.927

July 3.800 3.502 0.193 0.133 1.053 0.943

August 4.073 3.759 0.193 0.133 1.072 0.960

September 4.175 3.908 0.193 0.133 1.027 0.953

October 4.499 3.839 0.211 0.128 1.052 0.962

November 3.924 3.542 0.211 0.127 0.995 0.994

December 3.677 3.386 0.211 0.127 1.042 1.004

2013

January 3.749 3.407 0.232 0.129 1.013 0.996

Gasoline per gallon Electricity per kWh

Table 1. Average prices for gasoline, electricty, and utility (piped) gas, Los Angeles-Riverside-

Orange County and the United States, January 2012-January 2013, not seasonally adjusted

Year and month

Utillity (piped) gas per therm
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